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Abstract–The paper proposes a model independent tuning 
technique that yields optimal proportional-integral-derivative 
parameters for a range of typical process control loops. The 
proposed tuning technique utilizes the particle swarm 
optimization algorithm to generate optimal tuning parameters. 
The PSO tuning method is applied to typical process models.  
Comparisons are made between the proposed PSO technique 
and other conventional methods. 
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I. INTRODUCTION AND BACKGROUND 

 
HE PID controller is regarded as the workhorse of the 
process control industry.  Its universal acceptability can 

be attributed to: the familiarity with which it is perceived 
amongst researchers and practitioners within the control 
community, its simple operating algorithm, the relative ease 
and speed with which controller effects can be adjusted with 
minimal down-time and the wide range of applications 
where it has reliably produced excellent control 
performances. Empirical tuning methods have been 
proposed by researchers since 1942, with the most popular 
being the ultimate sensitivity method and the process 
reaction curve method proposed by Ziegler and Nichols (Z-
N) [7].  
  The Cohen-Coon tuning method [8] is based on the 
transient response of first-order-systems having dead-time 
present in the control channel, and relies on the reaction 
curve of the system’s open loop step response. The 
techniques of [7] and [8] yield good initial values for the 
controllers P, I and D tuning parameters. Fine tuning for 
improved control performance is obtained iteratively and 
relies heavily on the practitioner’s intuition and experience. 
Following the proposals of [7] and [8], several new methods 
and modifications to the method of [7] have been proposed 
to improve the control of plants not covered by [7]. For 
example, De Paor and O’Malley [9] derived tuning methods 
for unstable processes having a time delay, based on the 
optimal gain and phase margins for P, PI and PID 
controllers. Venkatashankar and Chidambaram [10] showed 
how to determine the gain and the time constant for P and PI 
controllers in unstable first order plus time delay systems. 
Poulin and Pomerleau [11] developed the maximum peak-
resonance tuning methodology for both unstable and 
integrating processes. Åström and Hägglund [14] utilized the 
gain and phase margin specifications to estimate the tuning 
parameters for simple auto-tuned single loop controllers for 
controlling processes having small dead-times. Hang et al. 
[13] proposed refinements to the Z-N method for application 
to processes experiencing excessive initial overshoot or 

undershoot in the response. To date, the Z-N [7] method is 
the most popular and is preferred by most control 
practitioners in the field. The methods proposed by [9]-[11], 
[14] are often not applied in practice because of the 
reluctance of control personnel to learn new techniques 
which they perceive as being relatively complicated and 
often time consuming and laborious to implement. For these 
reasons this paper proposes a simple model independent 
technique for determining the optimal PID control 
parameters for servo-tracking control loops. The proposed 
tuning method utilizes the particle swarm optimization 
(PSO) search algorithm developed by Eberhart and Kennedy 
[2] to determine the tuning parameters for optimal PID 
control in systems that represent a good sampling of typical 
industrial processes. The paper is arranged as follows: 
Section II briefly discusses the PSO method; Section III 
describes some basic PID control theory and also gives the 
process models used in the study; Section IV shows how the 
PSO algorithm is used to determine the P-gain and the 
integral and derivative time constants for optimal PI and PID 
control; Section IV also discusses the simulation 
experiments that were conducted and compares the results to 
the methods of [7]-[11], [14]. An analysis of the results is 
also given in this section; Section V concludes the study. 
 

II. OVERVIEW OF PARTICLE SWARM OPTIMISATION 

 
  The PSO technique, developed by Kennedy and Eberhart 
[2], is a computational based optimization technique for 
dealing with problems in which a best solution can be 
represented as a point or surface within an n-dimensional 
search space. The technique is based on an analogy of the 
social interaction that exists in flocking birds and swarming 
bees. In the case of the PSO algorithm the social interaction 
occurs as the population of individuals within the swarm 
traverses a search space looking for an optimal solution. The 
technique, much like a genetic algorithm (GA), is stochastic 
in nature. The stochasticity occurs when following each 
iteration the acceleration is weighted by a random term, with 
individual random numbers being generated for acceleration 
towards the personal best (p-best) and the group’s global 
best (g-best) locations.  
  Unlike GA’s, PSO does not depend on the principle of 
‘survival of the fittest’, is computationally less burdening 
since its memory and processing speed requirements are 
low, and does not use evolutionary operators such as 
crossover and mutation [3], [6]. Also the premature 
convergence of GA’s degrades its performance thereby 
reducing its search capability [6]. Other attractive features of 
PSO include its use of only primitive mathematical 
operators, its robust search ability for combinatorial 
optimization problems, stable convergence characteristics 
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and its resilience to the problem of local minima [3].  Other 
related work where the PSO algorithm has provided optimal 
solutions to a range of control problems can be found in 
[16]–[19]. 
  Each particle or so-called intelligent agent within the 
swarm is given an initial random velocity and dynamically 
adjusts its velocity and positional trajectories as it traverses a 
predefined search space looking for a potential solution. 
These adjustments are based on the personal experiences of 
the agent in question, plus its knowledge of how the agents 
around it have performed. Each agent also has a memory to 
remember the best position that it has visited [2]-[4]. A 
minimization of the problem is found by an agent 
remembering its own p-best position, plus its corresponding 
fitness. This information is an analogy of knowledge about 
how the other agents in the swarm have performed. The best 
overall position obtained by the entire particle population is 
called g-best.  Consider the following position and velocity 
algorithms for the i-th particle within an n-dimensional 
search space:  
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  With regards to (1) and (2) :  k

niv ,
= velocity of agent i at 

iteration k, K = constriction factor, c1 = cognitive 
acceleration, c2 =  social acceleration, rand ( ) =  random 
number between 0 and 1, p-best =  p-best of agent i, g-best = 
gbest of the group, k

nis ,
 = current position of agent i at            

iteration k,  p = number of agents, q = number of parameters 
being optimized by the PSO algorithm.  
  Some popular variants of the PSO algorithm include the 
constriction factor approach [20] and the inertia weight 
approach [21]. For this study the constriction factor has been 
adopted because it has the ability to recover from an 
exploratory mode to exploitative mode and back again, 
whereas the time-decreasing inertia weight technique is not 
able to recover [4], [22]. The constriction factor approach 
leads to the convergence of the agents over time, that is the 
amplitude of the individual particle’s oscillations decreases 
as it focuses on a previous best point [4], [22]. The 
constriction factor K is computed by: 
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where 
  

21 cc +=ϕ   , 4>ϕ          

 
With regards to (3), K = 0.73 is heuristically determined and 
is dependant on ϕ  and variable ψ  

[22]; ),( 21∑= ccϕ where c1 and c2 denote the cognitive 

acceleration and the social acceleration respectively and 
must be greater than 4.  
 
 

III. BASIC CONTROL THEORY  

 
A. Closed- Loops and PID Control 
 
  The single-input single-output (SISO) servo-tracking 
system considered in this study is shown in Fig. 1. R(s), 
E(s), U(s) and Y(s) are the reference step signal, error signal, 
controller output and the process output, respectively. Gc(s) 
and Gp(s) denote the controller and process transfer 
functions, respectively. For this SISO system the main focus 
will be on ensuring that the dynamical response of the 
system to input step changes is such that the loop tracks the 
reference input signal. For this reason the effects of loop 
disturbances will not be considered in this study. The 
transient response for this SISO system is given by: 
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The transfer function of the closed loop system is: 
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(6) 
The PID controller is implemented in the feed-forward path 
of the process control loop (Fig.1). The response speed of 
the system to dynamical conditions occurring in the process 
loop during a control session is proportional to the 
magnitude of the P-action; I-control adds a pole at the 
intersection of the of the real-imaginary axis, shifts system 
type by one and reduces system steady state error following 
the application of a step input signal; D-action adds a finite 
zero to the plant transfer function and helps to damp the 
system response. The transfer function for a one degree-of-
freedom (1-DOF) PID controller is: 
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(7) 
where Kc , Ti and Td  represent the controller’s gain and its  
integral and derivative time constants, respectively. U(s) and 
E(s) denote the Laplace transform of the controller’s output 
signal and it’s error input signal, respectively. For 2-DOF 
control loops, the D-controller is included in the feedback 
path and acts on the output signal in order to reduce system 
sensitivity to set-point changes: 
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With regards to (8), the gain (N) of the low pass filter in the 
feedback loop is set to 10 and helps to eliminate system 
sensitivity to set-point changes. Y(s) denotes the system 
output; the rest of the terms have the same meaning as 
defined for (7).  
 
 
 
 
 

 
Fig. 1. SISO system 
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B. Process Models Considered 
  Typical process models represented by equation (9)-(12) 
were chosen for this study. These processes are commonly 
encountered in control applications and were selected in 
order to determine the efficacy of the proposed PSO based 
tuning technique. These models capture the dynamics 
usually found in process control loops. 
 
i) First order plus dead-time model (FOPDT): 
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ii) Second order plus dead time system (SOPDT):  
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iii) Second order integrating plus dead time process 
(SOIPDT): 
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(11) 
iv) First order delayed unstable process (FODUP):  
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With regards to equation (9)-(12): K, T, exp (-Ls) and s 
represents the process gain, process time constant, control 
channel dead-time and Laplace operator, respectively. 
FOPDT, SOPDT and SOIPDT processes are usually 
controlled using PID control or variants thereof; tuning can 
be performed in either open-loop or closed-loop mode. 
FODUP processes having right-hand poles are inherently 
unstable under open loop conditions [11]. The process dead-
time present in the control channel for the afore-mentioned 
systems represented by (9)–(12) can have a critically 

destabilizing effect on system performance for 1>
T

L
. 

 
IV. THE PSO TUNING METHODOLOGY 

 
  From Fig. 2, the position of individual agents within the 
search space represents a potentially optimal tuning 
parameter for the closed loop system. Whilst each agent 
within the swarm traverses the search space in order to find 
the sub-optimal or optimal Kc, Ti or Td tuning parameters, it 
interacts with its environment and other agents of the swarm, 
assuming p-best positions and eventually a g-best position. 
For PI control each agent is given an initial position within a 
two-dimensional search space. This position represents Kc 
and Ti. Similarly, for PID control the space allocated for 
each agent’s position within a three-dimensional search 
space represents Kc, Ti and Td. Modification of each agent’s 
position is realized by velocity and position information 
according to equations (1) and (2).  Each agent flying in the 
search space has knowledge of its p-best position and the g-
best position of the group.  
  For this study, the optimal tuning parameters for the 
processes under consideration is determined according to the 
integral-of-time-multiplied by absolute error performance  

 
 
 
 
 
 
 

Fig. 2. Swarm agents in 3-dimensional search space 
 
index (ITAE) in order to penalize large overshoots and damp 
system response following an input step signal. The efficacy 
of each agent’s position is evaluated according to the ITAE 
performance index (13). 
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The magnitude of the performance index is determined by 
the tuning parameters, which correspond directly to the 
position of an agent within the defined search space. The 
position of the PSO tuning algorithm within a SISO system 
is shown in Fig. 3. The steps followed by the PSO tuning 
methodology to determine the optimal parameters for the 
controller in this system are:    
Step 1: Initialize the swarm population and set the lower and 
upper search bounds for the search. Randomly select the 
initial position and velocity for each agent within the 
selected search space and start the search. 
Step 2: Calculate the ITAE performance index according to 
equation (13) for each agent in the population as it traverses 
the search space. 
Step 3: The best position of each agent is the p-best solution. 
The agent with the lowest ITAE value amongst the 
population provides the g-best solution.  
Step 4: Modify each agents velocity and position 
information according to equation (1) and (2). 
Step 5: Evaluate each agent’s position using the ITAE index 
and compare this with the index from it previous p-best 
position. Save the p-best and g-best if an improvement has 
been accomplished. 
Step 6: Repeat the above steps until all iterations are 
completed. 
Step 7: The last saved g-best represents the optimal tuning 
parameters for the controller. 

 
V. IMPLEMENTING THE PSO TUNING METHODOLOGY 

 
A. Preliminaries for the Experiments 
  The FOPDT, SOPDT, SOIPDT and FODUP models used 
in the following experiments are given in equations (9)-(12). 
The control strategy followed in the experiments is shown in 
Fig. 3. The comparison between the conventional tuning 
techniques and the proposed PSO tuning methodology is 
based upon the loop’s transient response specifications 
following the application of a step input signal. The 
specifications considered are: rise time (tr), 2% settling time 
(ts) and the percentage overshoot (Mp%).  
 
 
 
 
 
 
 

Fig. 3. SISO system with PSO optimisation algorithm 
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The applicable equations defining the relationships existing 
in the control loop is given by (4)-(6). The following PSO 
parameters were utilized for all the simulation tests: 
population size (p) = 20; maximum number of iterations = 
100; cognitive acceleration (c1) = 2.05; social acceleration 
(c2) = 2.05; upper bound of initialization = 1; lower bound of 
initialization = 0. All experiments were conducted using a 
Pentium 4 personal computer having 1 giga-byte of random 
access memory.  
 
 
B.  Experiment 1: FOPDT Plant 
  The FOPDT process model used to test the efficacy of the 
proposed PSO tuning methodology is: 
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(14) 
The PID control structure is given by equation (7) and 
searching occurs within a 3-dimensional search space. The 
tuning parameters used in the experiments are given in Table 
1 and the response of the system to the step input signal is 
shown in Fig. 4. The proposed PSO tuning methodology was 
compared with the techniques of [7] and [8]. 
 
Observations and Analysis of Results for Experiment 1: 
  The Z-N method [7] delivers marginally quicker rise and 
settling times but with large initial overshoot. The Cohen-
Coon method [8] positions dominant poles that yield a 
quarter amplitude decade ratio, resulting in oscillation and 
an increased settling time. Overall the PSO tuned controller 
delivers an improved response when compared to methods 
[7] and [8].  

 
C. Experiment 2: SOPDT System 
Consider the following SOPDT plant model: 
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(15) 
with L/T = 0.5. 
  

TABLE 1 
PID PARAMETERS AND RESPONSE SPECIFICATIONS  

FOR FOPDT PROCESS 
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Fig. 4. FOPDT system response 

  The method of [8] was designed for PID control of first-
order systems and is not suited to SOPDT processes. The 
comparison of tuning methodologies was based on the 
proposed PSO tuning method and the Åström-Hägglund (A-
H) tuning method [14] since it is suited for systems having 
small L/T ratios. The Z-N method [7] is also included in this 
experiment because of its popularity amongst control 
practitioners. The tuning parameters plus the response 
specifications for the tests are given in Table 2; the closed-
loop response following a step input signal is shown in 
Fig.5. 
 
Observations and Analysis of Results for Experiment 2: 
  Z-N tuning [7] delivers a response having large overshoot. 
The A-H method [14] yields an oscillatory response with 
long settling time, not withstanding the small L/T ratio for 
this system. Overall the proposed PSO based PID tuning 
method results in an improved closed loop response with 
faster settling time and minimum overshoots.  
 
 
D. Example 3: SOIPDT Process 
PI control is used to control the following plant model:  
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The comparison is based on the Poulin-Pomerleau (P-P) 
method [11] and the proposed PSO tuning method. The 
swarm’s search for the controller parameters is performed 
within a 2-dimensional search space. The tuning parameters 
used in the experiments are given in Table 3 and the 
SOIPDT system’s transient response to a step signal input 
appears in Fig. 6. 
 
Observations and Analysis of Results for Experiment 3: 
  The method of [11] was designed for this type of process 
and yields good results. However its main drawback is that 
the maximum peak resonance of the system has to be first 
determined. 

 
TABLE 2 

PID PARAMETERS AND RESPONSE SPECIFICATIONS  

FOR SOPDT PROCESS 
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Fig. 5. SOPDT system response 

Tuning 
Method 

PID 
Parameters 

Response 
Specifications 

Performance 
Index 

 Kc Ti Td tr ts Mp(%) ITAE 

ZN 5.1 0.37 0.09 0.1 2.9 57.8 40.7 
CC 6.92 0.45 0.07 0.1 3.2 84.0 52.3 
PSO 3.64 1.29 0.08 0.3 1.9 0.8 30.3 

Tuning 
Method 

PID 
Parameters 

Response 
Specifications 

Performance 
Index 

 Kc Ti Td tr ts Mp(%) ITAE 

ZN 2.8 1.64 0.4 0.7 5.7 43.7 50.9 
AH 3.13 2.51 0.63 0.6 8.2 15.6 44.5 
PSO 1.43 2.42 0.43 1.6 4.1 1.4 44.6 
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The PSO tuned PI controller delivers improvements in the 
system’s rise time and peak response.  
 

 
E. Experiment 4: FODUP Plant Model 
  Control loops having open-loop unstable poles are 
notoriously difficult to control. The difficulties are mostly 
due to the unstable nature of the dynamics, for which most 
conventional design tools cannot be used [15]. For this 
experiment a comparison is made between the proposed PSO 
tuning method and the tuning methods for unstable processes 
as proposed by Venkatashankar and Chidabaram (VC) [10] 
and De Paor and O’Malley (DO) [9]. The unstable process 
model chosen for this experiment is given in equation (17): 
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where the unstable pole located on the right-hand plane of 
the real axis. For these types of processes the objective of the 
control philosophy should include stabilizing the right-hand 
pole in order to achieve satisfactory control [15]. The tuning 
parameters plus the response specifications are shown in 
Table 4 and the response to the input step signal is given in 
Fig. 7. 
 
Observations and Analysis of Results for Experiment 4: 
  Analysis of the results reveals that the tuning method of [9] 
provides oscillations and large overshoot. Conversely, the 
method of [10] delivers no oscillations but suffers from long 
settling time. The PSO tuned PI controller generates a 
superior control performance in terms of improved rise time 
and settling time, with a marginally larger overshoot than the 
method of [10]. 
 
 

TABLE 3 
TUNING PARAMETERS AND RESPONSE SPECIFICATIONS  

FOR SOIPDT PROCESS 

Tuning 
Method 

PI Parameters 
 

Dynamic Performance 
Indices 

Performance 
Index 

 cK  
iT  

rt  
st   

(%)pM  ITAE 

PP 0.465 6.09 1.9 14 37.5 49.3 
PSO 0.79 11.1 1.5 14 32.6 43.7 
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Fig.6. SOIPDT system response 

 
 
 
 

 

TABLE 4 
PI PARAMETERS AND RESPONSE CHARACTERISTICS FOR FODUP PROCESS 

 
Tuning 
Method 

PI 
Parameters 

Dynamic 
Performance Indices 

Performance 
Index 

 cK  
iT  

rt  
st
  

(%)pM  ITAE 

DO 1.7 1.35 0.3 15 122.2 115.2 
VC 2.4 19.6 0.3 33 67.3 191.6 
PSO 3.56 2.27 0.2 4.1 87.6 54.4 
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Fig. 7. FODUP system response 

 
V. CONCLUSION 

 
  This paper has proposed a tuning methodology based on 
the PSO optimisation algorithm for use with the selected 
process models. The unique characteristic of the proposed 
PSO based tuning method is that it is completely model 
independent. The simulation experiments performed to 
assess the efficacy of the technique may yield good results 
for all the process models considered in the study, and can 
also generally deliver better results than those obtained by 
earlier works for these process models. Unlike the other 
methods, the technique is simple, fast and easy to implement 
in a variety of control loops and yields much better results 
than currently available tuning methods. 
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