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ABSTRACT

Understanding the dynamics and mechanism of protein folding continues to be one of the central problems in molecular biology. Peptide folding experiments characterize the dynamics and molecular mechanisms of the early events of protein folding. However, generally the highly flexible nature of peptides makes their bioactive conformation assessment reasonably difficult as peptides fold at very fast rates experimentally, requiring probing on the nanosecond time resolution. On the other hand, determining the bioactive conformation of biological peptides is a requirement for the design of peptidomimetics in computer-aided drug design.

Peptides offer a unique opportunity to bridge the gap between theoretical and experimental understanding of protein folding. Therefore, the present work focuses on the exploration of the conformational space of biologically active neuropeptides with the aim of characterizing their conformational profile. Specifically, bombesin, neuromedin B (NMB) and neuromedin C (NMC), have been chosen for the current investigations. These peptides are widely distributed in the gastrointestinal tract, spinal cord and brain, and are known to elicit various physiological effects, including inhibition of feeding, smooth muscle contraction, exocrine and endocrine secretions, thermoregulation, blood pressure and sucrose regulations and cell growth. These peptides act as a growth factor in a wide range of tumours including carcinomas of the pancreas, stomach, breast, prostate, and colon. This work is intended to get some insight into the performance of different procedures used to explore the configurational space to provide an adequate atomic description of these systems.

Different methodological studies involving utilization of molecular dynamics (MD), multicanonical replica exchange molecular dynamics (REMD) and simulate annealing (SA) are undertaken to explore the folding characteristics and thermodynamics of these neuropeptides. MD and REMD calculations on bombesin peptide have revealed its dual conformational behaviour never discovered before and is described in chapter 3. These results explain the known structure-activity studies and open the door to the understanding of the affinity of this peptide to two different receptors: BB1 and BB2. In the case of NMC, REMD calculations are carried out in explicit and implicit solvents, using the Generalized Born (GB) surface area, and are then complemented with two additional MD simulations performed using Langevin and Berendsen thermostats. The results obtained clearly reveal that REMD, performed under explicit solvent conditions, is more efficient and samples preferentially folded conformations with a higher content of $\beta$ and $\gamma$ turns. Moreover, these results show good agreement with the experimental results supporting the role of two $\beta$-turns for its biological action, as reported in the literature. Finally, the results obtained from MD, REMD and SA calculations on NMB reveal that the peptide has a tendency to adopt both turns and helices suggesting its two different receptor recognizing and binding conformations during its biological action. Hence, the present work provides comprehensive information about the conformational preferences of neuropeptides which could lead to a better understanding of their native conformations for future investigations and point the way towards developing their new antagonists.
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CHAPTER 1

INTRODUCTION

This chapter provides an overview of molecular modeling and computational chemistry. The peptide and protein folding problem is also briefly discussed with the basic notions needed to assess the possibility of solving the protein folding problem. The significance of the peptides selected for this work is described along with the aims and objectives.

1.1 Molecular Modeling and Computational Chemistry

Molecular modeling [1] is a technique which uses all the different strategies necessary to model and deduce information of a system at an atomic level, including simulation methodologies used in computational chemistry, such as the computation of the energy of a molecular system, Monte Carlo (MC) methods or molecular dynamics (MD) [2]. Moreover the identification of biomolecular moieties involved in the interaction with a specific receptor permits us to understand the molecular mechanism responsible for its specific biological activity using molecular modeling techniques. This knowledge is aimed specifically at designing new active molecules that can successfully be used as drugs. Due to the fact that simulation accuracy is limited to the precision of the constructed models, computational simulations have to be compared with experimental results to confirm accuracy of the model, and to modify them if necessary, in order to gain a better understanding of the system.
1.2 Proteins and Peptides

Proteins are biological macromolecules, shaped by millions of years of evolution into structures allowing them to perform specific functions. Thousands of different proteins exist in different organisms, and the functions they perform are diverse. They catalyze most cellular functions such as immune response, catalysis of metabolic reactions and signal transduction under normal and disease conditions [3-5]. To be able to perform their biological function, proteins fold into one or more specific spatial conformations, driven by a number of non-covalent interactions such as hydrogen bonding [6], ionic interactions [7], van der Waals forces [8] and hydrophobic packing [9].

However, the understanding of the chemical thermodynamics and mechanisms of peptide and protein folding remains one of the current challenges in modern molecular biology [3-4]. Despite numerous contributions from different researchers, protein folding is still not adequately understood [5]. The emergence of post-genetic diseases due to misfolded proteins, as in the case of Alzheimer’s, cystic fibrosis, Parkinson’s and Mad cow disease, has generated a great deal of interest in the events happening at the proteomics level [10-13].

In principle there is no fundamental difference between peptides and proteins. Both consist of a chain of amino-acids linked by peptide bonds, with either a capped or charged end groups, and both may contain disulfide bridges. Nevertheless, the term “protein” is usually reserved for naturally occurring amino-acid chains that have a well defined folding pattern. A protein is referred to as a peptide when it is short, and when it has no well-defined structure or when it is an excised part of a protein, while
peptides are regulators of the activity of other molecules (e.g. of proteins). This regulation is achieved by the interaction of the peptide with the target molecule. Some peptides are directly synthesized by the organism, while others are the products of the hydrolysis of proteins. The peptides originated by hydrolysis have a determined function, while others are just further degraded into smaller units. The structure of proteins and peptides in general can be classified into four basic levels (primary, secondary, tertiary and quaternary) depending upon their complexity.

The primary structure refers to the different amino acid sequence held together by covalent bonds generated during the course of protein biosynthesis or translation. Secondary structure corresponds to the highly regular local sub-structures, with the \( \alpha \)-helix and the \( \beta \)-strand being the two main types of secondary structures. These secondary structures are defined by patterns of hydrogen bonds between the main-chain peptide groups [14-16]. An \( \alpha \)-helix is formed when the spacing of the amino acid residues participating in a hydrogen bond occurs between the \( i \) and \( i + 4 \) positions. Smaller spacing between residues in the \( i \) and \( i + 3 \) positions result in a \( 3_{10} \)-helix. On the other hand a \( \beta \)-sheet is formed when two strands are bridged by hydrogen bonds involving alternating residues on each participating strand. A tertiary structure represents the three dimensional (3D) structure of a single protein molecule where the \( \alpha \)-helices and the \( \beta \)-sheets are folded into a compact globule. Hydrogen bonds also play an important role in the formation of tertiary structures through the interaction of side chains. Quaternary structure is a larger assembly of several protein molecules or polypeptide chains stabilized by the non-covalent interactions and disulfide bonds similar to those present in tertiary structures.
1.3 Folding studies on proteins and peptides

Protein folding is the self-assembly process that turns a polypeptide chain of a foldable sequence into a stable three-dimensional conformation. The study of protein folding has three aspects: thermodynamics, kinetics, and structure prediction. A protein consisting of \( n \) amino acids can in principle have \( 3^n \) conformations, due to the three possible combinations of the phi (\( \phi \)) and psi (\( \psi \)) angles. If the protein randomly searches all the available conformations, it would take longer than the lifetime of the universe, known as the Levinthal’s paradox [17]. Christian Anfinsen [18], was awarded the Nobel Prize in chemistry for his work on ribonuclease concerning the connection between the amino acid sequence and the biologically active conformation. Anfinsen demonstrated that the correct refolding of the unfolded Ribonuclease A into its native and enzymatically active structure occur spontaneously in free solution [18]. All information determining the native structure is fully contained in the amino acid sequence of a protein [19].

Protein folding thus seems to occur along certain pathways, thereby simplifying the folding process by splitting it up into sequential steps. Stabilized folding intermediates were proposed, defining the individual steps of such a pathway [20-22]. Folding intermediates possesses stabilized structural elements, mainly of secondary structural origin, in combination with the unstructured regions. A mechanistic pathway of folding drastically reduces the amount of possible conformations during a folding process, thus allowing effective protein folding on biologically relevant timescales. Of the two main models used in the prediction of folding pathways [23], one model predicts that the initially formed stable secondary structural elements collapse into
tertiary structures by diffusion and collision with other secondary structures, referred to as the framework model [24] or diffusion-collision model [25]. The second referred to as the hydrophobic collapse model [26-27], is based on a rapid collapse of the hydrophobic polypeptide chain, upon which folding can proceed with significantly less possibilities for the formation of trapped intermediate folding states. Jackson and co-workers [28] showed that proteins can actually fold without forming detectable intermediate structures or that they can form secondary and tertiary structures in parallel during the hydrophobic collapse [29]. These observations lead to the proposal of the nucleation condensation mechanism [30], which combine features from both the framework mechanism and the hydrophobic collapse model. The existence of the multiple folding pathways for the different proteins led to the proposal of an energy landscape model for protein folding as depicted in Figure 1.

![Figure 1.1](image_url) **Figure 1.1** Folding-energy landscape for a protein molecule (Funnel type).
The folding process is described by an energy landscape or a folding funnel with a vast array of down-hill routes to the native state in a more or less rugged surface [31-32]. Dents in the funnel wall indicate the local energy minima in which the proteins may get trapped in unfavorable intermediate states during the folding process [33]. Typically the native state of a protein can be described thermodynamically as the free energy minimum of all possible structures populated according to the Boltzmann distribution. It is important to remember that the statistical weights of the different structures also involve entropic contributions. Solvation effects may also be important. Various schemes are now available for calculating the solvation free energy of a conformation that may be added as an additional term to the intramolecular energy. Whether a denatured protein is prone to intramolecular aggregation or reaches the native state efficiently depends on the rate of the folding process, i.e., how fast a globular structure is reached in which the hydrophobic surfaces are minimally exposed. How a given amino acid sequence encodes a defined three-dimensional structure is however not fully understood.

The amino acid sequences of 50000 proteins are currently available, while the number of three-dimensional protein structures available in the protein databank (PDB) is about 2000. The amount of work required to determine a protein structure using X-ray crystallography or nuclear magnetic resonance (NMR) spectroscopy is considerable. Moreover, it is not always possible to generate good protein crystals, because the process of protein crystallization is poorly understood and therefore, good conditions for protein crystallization cannot be predicted [34]. Also good quality NMR spectra of proteins are not easily available because of their size and limited
solubility. Protein threading is a method of protein modeling which is used to model those proteins which have the same fold as proteins of known structures, but do not have homologous proteins with known structures, and it works by using statistical knowledge of the relationship between the structures deposited in the PDB and the sequence of the protein to model \[35, 36\]. However, these methods cannot yet reliably predict the three-dimensional structure of a protein from an amino-acid sequence. On the other hand, the utilization of computational molecular dynamics simulations has played a significant role to describe the folding-unfolding pathways of proteins and peptides, and is widely discussed in literature \[37\]. The conformational profile of a system can be assessed either through a topographical exploration of the potential energy surface using methods like simulated annealing (SA) \[38\], or in the configurational space using Monte Carlo or molecular dynamics (MD) simulation \[2\]. However, the sampling efficiency of MD simulations is sometimes hampered by the very rugged free energy surface of proteins. One of the methods used to improve the sampling of the configurational space, is the Replica Exchange Molecular Dynamics method (REMD), where several loosely coupled copies or replicas of the peptide system are simulated at different temperatures simultaneously and the information between the different trajectories is exchanged according to an established swapping probability \[39\]. The process is fully parallelizable, taking advantage of present computer architectures available.

Although obtaining the whole folding mechanism of proteins through MD has remained elusive until now \[40\], folding studies of peptides through MD are within the reach of computational power currently available. The reversible folding of peptides
through MD has been described in past years [41-42]. Previous studies undertaken by our research group at Durban University of Technology (DUT) [43], involved a series of MD simulations applied to small and medium-size polypeptides to assess the thermodynamics of their folding characteristics. The computational procedures were validated on the 10-residue long chignolin-like synthetic mini-protein (CLN025) using REMD calculations both in explicit and implicit solvents [44]. Subsequent case studies to assess the folding conformations of peptides of different lengths including, the 27-residue pituitary adenylate-activating polypeptide 27 (PACAP27) and the 28-residue vasoactive intestinal peptide (VIP) were undertaken [45]. Results from these case studies revealed that 200 ns MD trajectories and 100 ns REMD simulation for longer polypeptides were adequate in the exploration of the configurational space of medium-sized polypeptides [43-45]. Accordingly in this study similar MD and REMD protocols were employed to fully explore the configurational space of medium-sized neuropeptides. Specifically, the bombesin and its mammalian analogues neuromedin B (NMB) and neuromedin C (NMC) were chosen.

Bombesin and neuromedins (NMB and NMC) play a significant role in numerous physiological or pathological processes [46]. Generally these include diverse effects in the central nervous system [47-48], potent developmental effects [49-50], effects in the gastrointestinal tract [51-52] and effects on the immune system [53-54]. Binding studies, pharmacological studies and recent cloning studies have provided evidence that these peptides exert their biological effects by interacting with two different subtypes of bombesin receptors, a gastrin releasing peptide (GRP)-preferring bombesin receptor and a neuromedin B (NMB)-preferring bombesin
receptor [55-57]. Each bombesin receptor subtype is a member of the G protein-coupled seven-transmembrane (GPCR or 7TM) superfamily, activation of which in all cells examined, stimulates increases in phospholipase C, mobilization of cellular Ca^{2+} and generation of inositol phosphates [58-59]. However, the two receptor subtypes differ in the affinities for GRP and NMB as well as for different classes of bombesin receptor antagonists [60-61].

Numerous structure function studies on bombesin-related peptides attempting to define the peptide binding domain and the requirements for receptor activation are reported in the literature [62-64]. These studies revealed that the carboxyl terminus is the biologically active portion of the molecule. However, a detailed structure-function information is lacking. Jenson and co-worker [65] demonstrated that some tissues used for structure-function studies such as Swiss 3T3 cells or pancreatic acinar cells possess only GRP-preferring bombesin receptors, however none of the interactions with these various tissues, or functions measured are now known to be due to occupation of NMB-preferring bombesin receptors. Therefore almost no structural information on this peptide is available for affinity or efficacy at the NMB-preferring bombesin receptor. Furthermore, there is almost no information on the important amino acids of the peptides for determining receptor specificity for any bombesin receptor subtype. Hence, the broader goals of this work was to get a deeper understanding of the structure-activity relationships of these neuropeptides and to understand the different states they exhibit by sampling their conformational profiles, which can eventually provide information in the design of novel peptidomimetics.
The present work is organized in six chapters. The first three chapters of the introduction addresses the current state of knowledge on the fundamental and general aspects of protein folding, an overview of the different simulation techniques used to predict the structures and properties of biomolecules, followed by a brief overview of the experimental techniques used in the validation of the computational results. The computational section of the thesis is organized in three other chapters, and reports on the main computational results obtained for bombesin and its mammalian analogues NMB and NMC respectively. The overall conclusions and recommendations are dealt with in the last chapter.

1.4 Aims and Objectives

The aims of this study were to:

- use different sampling techniques to explore the conformational space of neuropeptides.
- investigate the effect of different thermostat algorithms on the folding pattern of neuropeptides
- validate the performance of computational protocols with the available experimental results.

The objectives of this study were to:

- investigate the performance of the different thermostats and methodologies used in the implicit solvent model to assess the features of a fourteen residue bombesin peptide.
- study the conformational features of neuromedin C, a ten residue structural analogue of bombesin, also the performance of REMD and MD using implicit and explicit water models was investigated.

- study the folding characteristics and conformational profile of neuromedin B, a ten residue bombesin-like peptide, using MD, REMD and SA techniques.
CHAPTER 2

THEORETICAL AND EXPERIMENTAL TOOLS

This chapter provides an overview mainly of the molecular mechanics method used to predict the structures and properties of biomolecules. Different simulation techniques, such as molecular dynamics (MD), Replica exchange molecular dynamics (REMD) and simulated annealing (SA) are described. Energy minimization procedures, effect of charge and solvent, employment of periodic boundary conditions and the particle mesh ewald method normally used in the simulation process, are also explained. The experimental techniques including Nuclear Magnetic Resonance (NMR), circular Dichroism (CD) and X-ray crystallography are presented. A brief comparison of computational simulations with experimental methods is also presented.

2.1 Molecular Mechanics (MM)

Molecular mechanics (MM) use the laws of classical physics to predict the structure and properties of molecules. There are different MM formulations, each characterized by its own particular force field. The main components of a force field includes a set of equations defining how the potential energy of a molecule varies with the locations of its component atoms, and a series of atom types defined by the characteristics of an atom of the element within a specific chemical context [66-67]. The atom types, mentioned above, have different characteristics and exhibit different behaviour for atoms, depending upon their environment in the structure. For example, a carbon atom in a carbonyl group is treated differently from one bonded to three hydrogens. The atom types therefore depend on the hybridization, charge and the type of other atoms to which it is bonded. MM considers a molecule to be a collection of masses
interacting with each other through harmonic forces. Thus, the atoms in a molecule are treated as balls of different sizes joined together by springs of variable strength and equilibrium distances (bonds). This simplification allows for the use of molecular mechanics as a fast computational model that can be applied to molecules of any size. In the course of a calculation, the total energy is minimized with respect to the atomic coordinates, and is made up of a sum of different contributions that calculate the deviations from the equilibrium values of bond lengths, angles and torsions plus non-bonded interactions [68-70]:

$$E_{\text{tot}} = E_{\text{str}} + E_{\text{bend}} + E_{\text{tors}} + E_{\text{vdw}} + E_{\text{elec}} + \ldots.$$ 

Where $E_{\text{tot}}$ is the total energy of the molecule, $E_{\text{str}}$ is the bond-stretching energy term, $E_{\text{bend}}$ is the angle-bending energy term, $E_{\text{tors}}$ is the torsional energy term, $E_{\text{vdw}}$ is the van der Waals energy term, and $E_{\text{elec}}$ is the electrostatic energy term.

The first term in the above equation describes the energy change as a bond stretches and contracts from its ideal unstrained length. It is assumed that the interatomic forces are harmonic so the bond-stretching energy term can be described by the following the simple quadratic equation:

$$E_{\text{str}} = \frac{1}{2} k_b (b - b_0)^2$$

Where $k_b$ is the bond-stretching force constant, $b_0$ is the unstrained bond length and $b$ is the actual bond length.

The van der Waals interactions between atoms that are not directly connected are usually represented by a Lennard-Jones potential:

$$E_{\text{vdw}} = \sum \frac{A_{ij}}{r_{ij}^{12}} - \frac{B_{ij}}{r_{ij}^6}$$
Where $A_{ij}$ and $B_{ij}$ are the repulsive and attractive term coefficients respectively, and $r_{ij}$ is the distance between atoms $i$ and $j$.

To describe the electrostatic energy, an additional term with a Coulomb's interaction is used:

$$E_{\text{elec}} = \frac{1}{\varepsilon} \frac{Q_i Q_j}{r_{ij}}$$

Where $\varepsilon$ is the dielectric constant, and $Q_i$ and $Q_j$ are the atomic charges of interacting atoms and $r_{ij}$ is the interatomic distance. Modest level quantum mechanical methods are adequate in the description of the accuracy and efficiency of intramolecular energy surfaces. Thus, the equilibrium parameters of bond lengths and bond angles are derived from the force constants used in the potential energy function defined in the force field [68-69]. Deviations from any of the equilibrium values inevitably result in the increase of the total energy of a molecule, resulting in the total energy of the system taken as a measure of intramolecular strain relative to a hypothetical molecule with equilibrium values [68-69]. On its own, the total energy has no strict physical meaning. However, differences in total energy between two different conformations of the same molecule can be compared [68, 71-72].

### 2.2 Molecular Dynamics (MD)

Molecular dynamics (MD) is described as a form of computer simulation in which the atoms and molecules are allowed to interact for a period of time by approximations of known physical attributes, resulting in the simulation of the motion [73] for a system of particles [74]. Since it is impossible to find the properties of such complex systems analytically, MD simulation circumvents this problem by using numerical methods. It
represents an interface between laboratory experiments and theory, and can be understood as a "virtual experiment". MD probes the relationship between molecular structure, movement and function. MD is a multidisciplinary method whose laws and theories stem from mathematics, physics, and chemistry, and it employs algorithms from computer science and information theory. It was originally conceived within theoretical physics in the late 1950s, but is applied today mostly in materials science and in the study of complex, dynamic processes that occur in biological systems, including protein folding, molecular recognition, etc. [74-76]. A graphical flowchart for the general molecular dynamics protocol is shown in Figure 2.1

**Figure 2.1** Flowchart showing the general molecular dynamics protocol.

It is assumed that the atoms in the molecule interact with each other according to the rules of the employed force field. Successive configurations of the system are generated by integrating Newton’s Laws of motion. The result is a trajectory that
specifies how the positions and velocities of the particles in the system vary with time. This is done by first determining the force on each particle \( F_i \) as a function of time, which is equal to the negative gradient of the potential energy:

\[
F_i = -\frac{\partial U}{\partial r_i}
\]

where \( U \) is the potential energy function and \( r \) is the position of a particle. The acceleration, \( a \), of each particle can then be determined by dividing the force acting on it by the mass of the particle:

\[
a_i = \frac{F_i}{m_i}
\]

The change in velocities is equal to the integral of acceleration over time and the change in position is equal to the integral of velocity over time:

\[
dv = \int adt,
\]

\[
dr = \int vdt
\]

Finally, the kinetic energy can be defined in terms of both the velocities and momenta of the particles:

\[
K(v) = \frac{1}{2} \sum_{i=1}^{N} m_i v_i^2,
\]

\[
K(p) = \frac{1}{2} \sum_{i=1}^{N} \frac{p_i^2}{m_i}
\]

The total energy of the system, called the Hamiltonian, is the sum of the kinetic and potential energies:
\[ H(q, p) = K(p) + U(q) \]

where \( q \) is the set of cartesian coordinates, \( p \) is the momenta of the particles and \( U(q) \) represents the potential energy function. The velocities, \( v_i(t) \) are the first derivative of the positions with respect to time:

\[ v_i(t) = \frac{d}{dt} q_i(t) \]

where \( q_i(t) \) refers to the atomic positions at a particular time, \( t \). Based on the initial atom coordinates of the system, new positions and velocities of the atoms can be calculated at time \( t \) and the atoms will be moved to these new positions. As a result of this a new conformation is created. The cycle will then be repeated for a predefined number of steps. The collection of energetically accessible conformations produced by this procedure is called an ensemble.

As one of its many and varied applications, MD involves a study of the dynamics of large macromolecules, including biological systems such as proteins, nucleic acids (DNA, RNA), and biological membranes. Dynamical events play a key role in the controlling processes which affect the functional properties of biomolecules. Drug design is commonly used in the pharmaceutical industry to test the properties of molecules prior to the experimental work [77].

### 2.3 Periodic Boundary Conditions (PBC)

A more realistic approach in simulations is to use the solvent explicitly, which is done by soaking the molecule in a box of solvent molecules, thus requiring additional computational effort. Periodic Boundary Conditions (PBC) are normally employed to model the bulk solvent. In the case of an infinite PBC, the simulation box is infinitely
replicated in all directions to form a lattice. In practice, most MD simulations evaluate potentials using some cutoff scheme for the computational efficiency. In these cutoff schemes, each particle interacts with the nearest images of the other n-1 particles (minimum-image convention). The use of cutoff methods, however, have been shown to introduce significant errors and artificial behaviour in simulations [68, 78].

2.3.1 Ewald Summation Techniques

In most MD simulations, the long-range Coulombic interactions are the most time consuming. Ewald summation was introduced in 1921 [79] as a technique to sum the long-range interactions between infinite particles and all their infinite periodic images efficiently. Long-range interactions are evaluated as sums that converge very slowly. The principle of obtaining the Ewald sum is by the conversion of the summation of the potential energy into two series as shown in Figure 2.2 [80]. A Gaussian charge distribution is commonly used. The sum over the point charges is converted to a sum of the interactions between the charges plus the neutralizing distributions according to the equation below:

$$U_{\text{Ewald}} = U' + U^m + U^0$$

This part is the real space sum $U'$. A second charge distribution is added to the system which exactly counteracts the first neutralizing distribution. This summation is performed in the reciprocal space and is termed $U^m$. The dipole term $U^0$ includes the effect of the total dipole moment of the unit cell, the shape of the macroscopic lattice, and the dielectric constant of the surrounding medium [68, 78].
2.3.2 Particle-Mesh Ewald (PME)

The Particle-Mesh Ewald method (PME) divides the potential energy into Ewald’s standard direct and reciprocal sums and uses the conventional Gaussian charge distributions [81]. The direct sum is evaluated explicitly using cutoffs while the reciprocal sum is approximated using fast Fourier Transform (FFT) with convolutions on a grid where charges are interpolated in the grid points (Figure 2.3). Furthermore, PME does not interpolate but rather evaluates the forces by analytically differentiating the energies, thus reducing memory requirements substantially [68, 78].
Figure 2.3 A 2D schematic of particle-mesh technique used in most Fourier-based methods  (a) A system of charged particles.  (b) The charges are interpolated on a 2D grid.  (c) Using FFT, the potential and forces are calculated at grid points.  (d) Interpolate forces back to particles and update coordinates.

2.4 Thermostats in MD

Numerous thermostat methods are available to add and remove energy from the boundaries of an MD system in a more or less realistic way, approximating the canonical ensemble. In the canonical ensemble, the number of particles (N), the volume (V) and the temperature (T) are conserved. In NVT, the energy of endothermic and exothermic processes is exchanged with a thermostat. However, since the temperature is defined by the ensemble average kinetic energies of all particles as Eq. (1), it is impossible to exactly fix T at a set point.
\[
\frac{1}{2} m v^2 = \frac{k_B T}{2} \quad \text{(1)}
\]

Therefore, various types of thermostats, such as Berendsen, Langevin and Nosé-Hoover thermostats, have been proposed to control the particle motions. A Berendsen thermostat is a proportional type of thermostat, and corrects deviations of \( T \) from the set point \( T_0 \) by multiplying the velocities by a factor to control the value of \( T \) [82]. Nosé-Hoover thermostat is an integral type of thermostat, and introduces additional degrees of freedom (momentum) into the Hamiltonian of a system [83-85].

The Langevin thermostats follow the Langevin equation of motion instead of Newton's equation of motion [86]. In the Langevin equation, a frictional force added to the conservative force is proportional to the velocity, and it adjusts the kinetic energy of the particle so that the temperature matches the set temperature shown in Eq. (2).

\[
ma = -\xi v + f(r) + f' \quad \text{(2)}
\]

where \( m \) is mass of a particle, \( a \) is acceleration, \( f(r) \) is conservative force acting on the particle, \( v \) is the velocity of the particle, \( \xi \) is a frictional constant, and \( f' \) is a random force. The frictional force \( -\xi v \) decreases the temperature because \( \xi \) is a fixed positive value.

The force is randomly determined from a Gaussian distribution to add kinetic energy to the particle, and its variance is the function of set temperatures and time steps. The balance of random force with frictional force therefore maintains the system temperature at a set value.
2.5 Replica Exchange Molecular Dynamics (REMD)

Replica-Exchange Molecular Dynamics (REMD) is a technique used to enhance sampling relative to a standard molecular dynamics simulation by allowing systems of similar potential energies to sample conformations at different temperatures, allowing for the exploration of new conformational space.

REMD is a computational method that couples MD trajectories at different temperatures with a random swapping probability process for efficient sampling of the conformational space [87]. The basic idea of REMD is to simulate different replicas of the system at the same time, but at different temperature values ranging from the desired temperature to a high temperature at which the replica can easily go over higher potential energy barriers [87]. Each replica evolves independently by MD, and only the neighbouring temperatures are swapped at fixed time intervals. This exchange is accepted or rejected based on a Metropolis acceptance criterion that guarantees the detailed balance [10, 87]. The direction of this exchange of neighbouring replicas is chosen at random [87].

The biggest gap between MD models and biophysical reality exists in the accessible timescales and ensemble sizes. Biophysical experiments are increasingly performed on single molecules, but even with the availability of high end computational resources, the simulation of atomic-scale motion is far slower than movement in reality. Current MD simulations generate trajectories at a rate equivalent to a slow-motion movie playing with a speed approximately 10-15 orders of magnitude slower than reality. Even if this speed doubles every year for the next 30 years, simulations will not reach parity with real time. Therefore, no efforts are spared in making the best
possible use of the limited simulation time. In addition to speeding up the simulations, one may attempt to accelerate the process being simulated. REMD is a technique that exploits the physics of Brownian motion to achieve this. In any given MD simulation time, the warmer atoms thus explore a larger range of their available conformation space, which itself increases as the higher energy state become more accessible at higher temperatures. The downside to increased thermal motion is the reduced stability. Proteins unfold at elevated temperatures because their thermal energy exceeds the strengths of the interatomic interactions that constrain a structure. A warm polypeptide chain is thus more likely to encounter states similar to its cold folded conformation, but is likely to traverse this state quickly to continue exploring the vast conformational landscape accessible at higher temperatures. REMD [87] seeks to combine the benefits of high temperature rapid exploration with low-temperature stability. Multiple trajectories of identical systems (replicas) are simulated in parallel at different temperatures. At certain intervals, the potential energies of the replicas with neighbouring temperatures are compared. If the structure at the higher temperature has found a lower potential energy conformation, it is exchanged with the other structure and continues its trajectory at the lower temperature (Figure 2.4).
Figure 2.4 Replicas are simulated in parallel at different temperatures. At specified intervals, exchange probabilities are calculated based on a Metropolis acceptance criterion and neighbouring replicas are swapped accordingly.

The high temperature structures may still be exchanged, with a probability given by the potential energy difference between the two replicas, mathematically expressed by the Metropolis criterion [87]

\[ P(\leftrightarrow) = \min(1, e^{-(\beta_2 - \beta_1)(U_1 - U_2)}) \]

Where \( P \) is the probability of an exchange between two neighbouring replicas,

\[ \beta_1 = 1/k_b T_1 \quad \text{and} \quad \beta_2 = 1/k_b T_2 \]
where \( k_b \) is Boltzmann’s constant, \( T_1 \) and \( T_2 \) are the temperatures and \( U_1 \) and \( U_2 \) the potential energies of replicas 1 and 2, respectively. The REMD algorithm cycles the replicas through the entire range of temperatures used in the simulation set and effectively sorts low energy structures to low temperatures where they may be maintained and refined, and sends unfavorable, higher energy conformations to a warmer environment, where they may rapidly move through conformational space (Figure 2.4).

2.6 Simulated Annealing (SA)

Simulated Annealing (SA) is a conformational search method known to be particularly effective for the exploration of conformational space of peptides [88]. The SA method was first described in 1983 [89], based on the similarity that exists between locating the global minimum of the potential energy function of a molecule, and the slow cooling required to obtain a perfect crystal. In fact, crystal growing will probably be perfect if the system is cooled very slowly by reaching the thermodynamic equilibrium when passing through restrained regions of the phase space. Application of this concept to the exploration of the conformational space can be translated in terms of starting the simulation at a sufficiently high temperature and subsequently decreasing it gradually until the system is frozen in the global minimum. All the studies carried out using the simulated annealing method have demonstrated that although the cooling scheme is not sufficiently slow to find global minimum, it is capable to find local minima of the regions explored. This means that SA combined with a searching strategy, which permits to cross different potential energy barriers and to reach the low energy regions, is a very efficient method to explore the conformational space. It is a heuristic global
optimization algorithm, which has successfully been applied to solve many difficult optimization problems [90]. In SA, a cost function takes the role of the free energy in physical annealing and a control parameter corresponds to the temperature. To use SA in conformational analysis the cost function would be the internal energy. At a given temperature the system is allowed to reach thermal equilibrium using MD or MC simulation. At higher temperatures, the system is able to occupy higher energy regions of the conformational space and to surmount higher energy barriers. As the temperature falls, the lower energy states become more attainable in accordance with the Boltzmann distribution. At absolute zero the system should occupy the lowest energy state (i.e. the global minimum energy conformation) [90]. Figure 2.5 depicts the protocol generally used in the SA process where, the molecule is heated and then cooled very slowly so that conformational changes taking place will lead to a local minimum being located. This process is repeated many times until several very closely related, low energy conformations are obtained.

Figure 2.5 Schematic diagram of the iterative simulated annealing protocol.
2.7 Use of Charges and Solvents

Molecular mechanics calculations are normally carried out in vacuum conditions by setting the dielectric constant, $\varepsilon = 1$. The investigation of molecules containing charges and dipoles however requires the consideration of solvent effects, otherwise the conformations are influenced by strong electrostatic interactions. Force fields try to maximize the attractive electrostatic interactions, resulting in energetically strongly preferred but unrealistic low-energy conformations of the molecule. This can be prevented by using the corresponding solvent dielectric constant. For example $\varepsilon = 80$ in the case of water.

The strength of the electrostatic interaction decreases slowly with $r^{-1}$. Therefore in some cases, the dielectric constant is chosen to be distance-dependent in order to decrease more rapidly, avoiding the need to consider atoms faraway from each other, simulating the effect of displacement of solvent molecules in the path of a ligand molecule approaching a macromolecular surface.

An accurate description of the solvent environment is essential for realistic biomolecular simulations, but may become very expensive computationally. The Generalized Born (GB) model is one of the implicit solvent models that treat the solvent as a dielectric continuum [91]. The electrostatic interactions in the implicit solvent model are rigorously described by the Poisson Equation (PE), and the electrostatic component of the solvation free-energy $\Delta G_{el}$, can be obtained by solving PE numerically.

It efficiently describes the electrostatics of molecules in a water environment, by representing the solvent implicitly as a continuum with the dielectric properties of
water, and includes the charge screening effects of a salt. There are several versions of the GB model [91] implemented in AMBER 9 [92]. In addition to the charges of the interacting particles, the algorithm also takes into account both the dielectric constant of the solvent (approximately 80 for water), and the smoothing function which depends on atomic radii and interatomic distances of the charged particles. Some of the useful features of GB models [91] include:

- the computational cost associated with the use of these models in MD simulations which is much smaller than the cost of representing water explicitly.
- elimination of the need for lengthy explicit water simulations due to instantaneous solvent dielectric responses described by the model.
- faster exploration of conformational space of the molecules of interest due to the absence of viscosity associated with an explicit water environment.

2.8 Energy-Minimization Procedures in Simulations

Energy minimization methods can be divided into different classes depending on the order of derivative used for locating a minimum on the potential energy surface. Zero order methods are those that only use the energy function to identify regions of low energy through a grid search method. There are several first-derivative techniques including the steepest descent method or the conjugate gradient method, which makes use of the gradient of the energy function. Second-derivative methods, like the Newton-Raphson algorithm make use of the Hessian function to locate the minima. In this study only the first-derivative methods have been used and will be described briefly [68].
2.8.1 Steepest Descent Method

The steepest descent moves directly down the steepest slope on the potential energy surface, with limited changes to the molecular structure. However, it is useful for quickly correcting bad starting geometries or for removing bad contacts, and it is most effective when the molecular system is far from a minimum. Since the calculation does not readily converge and can oscillate, it is often recommended that a large step-size value be chosen. The Steepest Descent method computes the gradient at its current location, and then travels in the opposite direction of the gradient until it reaches a minimum in this direction. The energy is calculated for the initial geometry and after the movements of one of the atoms in a small increment in one of the directions of the coordinate system. This process is repeated for all the atoms which finally are moved to a new position downhill on the energy surface, due to the fact that every new step is at right angles to the one before it, making numerous smaller steps to proceed down along a narrow valley, and stops when a predetermined threshold condition is fulfilled. The optimization process is slow near the minimum, and consequently, the steepest descent method is often used for the structures far from the minimum as a first rough and introductory run, followed by a subsequent minimization employing a more advanced algorithm such as the conjugate gradient [68, 93-95].

2.8.2 Conjugate Gradient Method

A conjugate gradient method is a first order minimizer and differs from the steepest descent technique by using both the current gradient and the previous search direction to drive the minimization. The advantage of the conjugate gradient
minimizer is that it uses the minimization history to calculate the search direction, and
converges faster than the steepest descent technique. The units of the gradient are
kcal mol\(^{-1}\) Å\(^{-1}\), due to the fact that it is the rate of change (first derivative) of the total
energy with respect to atomic positions. The conjugate gradient method produces a
set of directions that overcome the oscillatory behaviour of the steepest descents in
narrow valleys. Successive directions are not at right angles to each other [94], and
the conjugate gradient algorithm accumulates the information about the function from
one iteration to the next. For each minimization step, the gradient is calculated and
used as additional information for computing the new direction vector of the
minimization procedure. Thus, each successive step refines the direction towards the
minimum. The computational effort and storage requirements are greater than those
for the steepest descent, but the conjugate gradient method for larger systems is the
method of choice. The greater total computational expense and the longer time per
iteration is more than compensated by the more efficient convergence to the
minimum achieved in the case of conjugate gradients [94, 78].

There are several ways in molecular minimization to define convergence criteria. In
non-gradient minimizers, only the increments in the energy and the coordinates can
be taken into account in order to judge the quality of the actual geometry of the
molecular system. However, in all gradient minimizers, the atomic gradients are used
for this purpose. The best procedure in this respect is to calculate the root-mean-

square gradients of the forces on each atom of a molecule [68, 78]. The value
chosen as a maximum derivative will depend on the objective of the minimization. If a
simple relaxation of a strained molecule is desired, a rough convergence criterion like


a maximum derivative of 0.1 kcal mol$^{-1}$Å$^{-1}$ is sufficient, while for other cases 0.001 kcal mol$^{-1}$Å$^{-1}$ for a final minimum is sufficient [78].

2.9 EXPERIMENTAL TECHNIQUES

2.9.1 Nuclear magnetic resonance (NMR)

Nuclear Magnetic Resonance (NMR) is an experimental technique that makes use of the magnetic properties of the nuclei of atoms to predict the structure of molecules. NMR is also a powerful technique used for the study of dynamics and thermodynamics of biological macromolecules, because of a symbiotic relationship between MD simulations and NMR. The use of nuclear magnetic relaxation experiments is of prime importance in the study of proteins and protein folding and observables from these experiments include the nuclear overhauser effects (NOEs) and transverse and longitudinal relaxation times. Relaxation effects can arise from dipolar interactions, quadrupolar interaction for nuclei with spin >1, and chemical shift anisotropy. The longitudinal and transverse relaxation rates $T_1$ and $T_2$ can be described in terms of the spectral density functions:

$$T_1^{-1} = A[J(\omega_i - \omega_j) + 3J(\omega_i) + 6J(\omega_i + \omega_j)]$$

$$T_2^{-1} = \frac{1}{2}T_1^{-1} + \frac{A}{2}[4J(0) + 6J(\omega_j)]$$

with,

$$A = \left(\frac{\hbar \gamma_i \gamma_j \mu_0}{8\pi}\right)^2$$
where \( \gamma_x = g_x \mu_x / \hbar \) is the gyromagnetic ratio for nucleus \( x \), \( g_x \) is the nuclear g-factor, \( \mu_x \) is the nuclear magneton and \( \mu_0 \) is the magnetic permeability of free space \( \left( \mu_0 / (4\pi) = 10^{-7} \right) \). It should however be noted that deviations between computed longitudinal relaxation rates \( T_1 \) and the measured ones may occur due to spin diffusion [95, 96]. The cross-relaxation term \( \sigma_{ij} \), i.e. the relaxation of nucleus \( i \) due to nucleus \( j \), in terms of \( j(\omega) \) is [97]:

\[
\sigma_{ij} = (6J(\omega_i + \omega_j) - J(\omega_i - \omega_j))
\] (2.4)

Using the cross-relaxation and the longitudinal relaxation time \( T_1 \) the steady state \( NOE \) between particles \( i \) and \( j \) can be written as:

\[
NOE_{ij} = 1 + \frac{\gamma_i}{\gamma_j} AT_i \sigma_{ij}
\] (2.5)

Since \( T_i \) occurs in the definition of the \( NOE \), it is also influenced by the spin diffusion [96]. The steady state \( NOE \) is used primarily in heteronuclear NMR experiments. In homonuclear 1H-NMR experiments, \( NOEs \) can be measured by multi-dimensional experiments, and through the \( NOE \) intensity \( I_{ij} \), the cross relaxation \( \sigma_{ij} \) can be determined directly [98]:

\[
I_{ij} \propto \sigma_{ij}
\] (2.6)

A few limiting cases are of particular interest. The first, is that of a slowly tumbling macromolecule with fast internal motions. In this case the cross relaxation term is
dominated by \( J(0) \), and can be written using the model-free approach of Lipari and Szabo.

\[
\sigma_{ij} = -\frac{2}{5} \left[ \tau_c \langle r_{ij}^{-6} \rangle + (\tau_M - \tau_c) \frac{4\pi}{5} \sum_{m=2}^{2} \frac{Y_{2m}(\theta, \phi)}{r_{ij}^{3}} \right]^2 \tag{2.7}
\]

When \( \tau_M >> \tau_c \) this reduces to:

\[
\sigma_{ij} = -\frac{8\pi\tau_M}{25} \sum_{m=2}^{2} \frac{Y_{2m}(\theta, \phi)}{r_{ij}^{3}} \tag{2.8}
\]

As was originally shown by Tropp [97], the distance dependence of \( \sigma_{ij} \) involves \( r^{-3} \) rather than \( r^{-6} \), which means that particles at relatively long distances may contribute to cross relaxation. Hence, the \( NOE \) intensity depends on the time average of \( r^{-3} \). In the case of the distance being a constant, the distance dependence can be removed from the averaging, and, using the addition theorem for spherical harmonics [99], the cross relaxation term \( \sigma_{ij} \) can be written as:

\[
\sigma_{ij} = -\frac{2}{5} \tau_M \langle r_{ij}^{-6} \rangle \left\langle \hat{P}_2(\hat{r}_{ij}(0), \hat{r}_{ij}(t)) \right\rangle \tag{2.9}
\]

Another important effect is that of multiple protons (e.g. a methyl group) that contribute to cross relaxation at another proton. Some care is required, since in practice one usually works with effective distances \( r_{ij}^{\text{noe}} \) rather than \( \sigma_{ij} \) (here we omit the angular dependence for the sake of clarity):

\[
r_{ij}^{\text{noe}} \propto \sigma_{ij}^{-1/6} \tag{2.10}
\]
The cross relaxation terms $\sigma_{ij}$ can be added linearly, but in terms of distances this means that one first has to compute the $\langle r^{-3} \rangle$ average for each of the particles, and subsequently the sum of these squared (using eqn. 2.8, i.e. under the assumption that $\tau_M >> \tau_c$)

$$r_{ij}^{\text{noe}} = \left[ \sum_{j=1}^{3} \left( \langle r_{ij}^{-3} \rangle \right)^2 \right]^{-1/6}$$  \hspace{1cm} (2.11)

The distance information from NOEs can be used for refinement during MD simulations by introducing a penalty function for distance restraints such as:

$$V_{ij} = \begin{cases} 
0 & r_{ij} \leq r_{ij}^{\text{noe}} \\
\frac{1}{2} k_{dr} (r_{ij} - r_{ij}^{\text{noe}})^2 & r_{ij} > r_{ij}^{\text{noe}}
\end{cases}$$  \hspace{1cm} (2.12)

where $k_{dr}$ is a force constant, which is taken as the order of 1000 kJ mol$^{-1}$ nm$^{-2}$. It may be clear from the preceding paragraph however, that internuclear distances derived from NOEs (eqn. 2.10) have to be interpreted as effective average distances. Usually, structure refinement is done for proteins, so that we can use eqn. 2.8 to calculate an effective average distance; the explicit angular dependence has, to our knowledge, never been used. Rather, this term is therefore ignored and an effective distance $\bar{r}_{ij}$ is defined as:

$$\bar{r}_{ij} = \left( \langle r_{ij}^{-3} \rangle \right)^{-1/3}$$  \hspace{1cm} (2.13)

Torda et al. introduced an algorithm to take time-averaged distances into account in refinement [100], and in a later paper applied it to the refinement of tendamistat, a protein which specifically inhibits mammalian alpha-amylases [101]. Since this original paper [100] the use of time-averaging has become standard practice in NMR.
refinement based on NOE restraints. A number of interesting studies of NMR relaxation from simulation data are present in scientific literature [102-104] as well as some older studies based on short simulations in vacuo [105-106].

2.9.2 Circular Dichroism (CD)

Circular dichroism is a spectroscopic method that is well established in the biochemical community. Theoretical aspects as well as applications to proteins, peptides, DNA and RNA have been reviewed thoroughly by Woody and coworkers [107, 108]. The contribution of specific parts of a protein to the CD spectrum can be obtained using molecular orbital calculations, as has been done for aromatic groups, peptide groups in poly-Gly helices and for methylated phenols complexed with β-Cyclodextrin [109, 110]. A logical step in refining the methodology for calculating CD spectra seems to be the use of quantum chemistry at a high level of theory, rather than the customary molecular orbital calculations. It must be noted that the relatively new technique of vibrational circular dichroism (VCD) [107] has achieved quite some interest from theoretical chemists, e.g. [111]. However, the physical basis of VCD is very different from conventional CD, and therefore the theoretical frame work in the VCD field is not applicable to CD.

2.9.3 X-ray Crystallography

X-ray crystallography is an experimental technique used for the study of the internal structure of crystalline materials, often known as X-ray diffraction. The technique is based on the interference pattern produced as X-rays pass through the three-dimensional, repeating pattern of atoms within a crystal lattice. A commonly used criterion for the validation of an MD simulation is the root-mean-square deviation
(RMSD) obtained from the crystal structure of a protein; although proteins are usually simulated in water rather than a crystalline environment [112].

2.10 Comparison of the results of computer simulations with Experimental techniques

In the pioneering work, myoglobin was determined by X-ray crystallography [113] and since then many new structures with increasing complexity have been discovered. Nuclear Magnetic Resonance (NMR) has also contributed significantly to the understanding of protein structure in solution [114-118]. More recently, cryomicroscopy has been used to decipher the features of some protein complexes [119]. Proteomics, on the other hand has advanced beyond merely making catalogues of newly found proteins, and now focuses also on the comprehensive and detailed characterization of these proteins.

The contribution of these techniques is reflected by the increasing number of available structures in the Protein Data Bank (PDB). However, these experimental techniques have some limitations, including the difficulty to grow crystals, the size of the protein in the case of NMR or the resolution in the case of cryomicroscopy. As a result, little is known of the structure-function relationships of a significant fraction of proteins, including membrane proteins due to their inability to crystallize [93, 120]. Prediction of the 3D structure of a protein using first principles is still in its infancy. Understanding the factors regulating peptide folding is one of the key areas of research [121]. Although important advances have been achieved in the past regarding the process of protein folding, the available tools still require upgrading to produce enough accurate structures. Areas for improvement include the development
of a more robust force field, and the use of appropriate solvent models and solute charges. With the increase in computer power, different simulation methods such as molecular dynamics (MD), replica exchange molecular dynamics (REMD) and simulated annealing (SA) have contributed significantly in the determination of peptide structures and structures of small proteins. These techniques enable the study of the dynamic features of peptides, which can be used to supplement experimental NMR data [5]. Knowing the 3D-structure of a peptide is of great help to understand how it will interact with other molecules. This facilitates again the design of peptides with potential biotechnological or pharmaceutical use. MD simulations are always considered as an important tool for the understanding of the physical basis of the structure and function of biological macromolecules. The very first molecular dynamics study of the macromolecule of biological interest was done on bovine pancreatic trypsin inhibitor (BPTI) because of its small size, high stability and the relatively accurate X-ray structure available in 1975, but with unknown physiological function. The MD trajectory of 9.2 ps for this inhibitor changed the view of proteins as rigid structures [122]. During the following 10 years, a wide range of motional phenomena were investigated by MD simulations of proteins and nucleic acids, which were focused on internal motions and experimental interpretation viz., analysis of fluorescence depolarization of Trp [123], the role of dynamics in measured NMR parameters [124], inelastic neutron scattering [125], the effect of solvent and temperature on protein structure and dynamics [126], the widely used SA methods for X-ray structure refinement [127] and NMR structure determination [128].
MD simulations can provide the ultimate detail concerning individual particle motions as a function of time. Thus, they can be used to address specific questions about the properties of a model system, often more easily than experiments on the actual systems. The applications of these simulations include the measurement of sampling configuration space which involves the utilization of MD often with SA protocols, the description of the system at equilibrium and values of thermodynamic properties and finally, the examination of the actual dynamics which requires the appropriate Boltzmann constant to correctly represent the development of the system over time. Currently with the increasing computer power it is possible to simulate larger systems such as explicit solvent or membrane environment for longer time lengths. The programs such as CHARMM [129], AMBER [130] and GROMOS [131] are used for simulation studies and have a great range of capabilities, but to solve particular problems for a system, the development of new simulation methodologies are ongoing [132]. Experimentally it is not possible to determine whether or not solvent fluctuations have any effect or cause the internal motions of a protein [133] particularly at temperatures below the glass transition [134] when many proteins cease to be active, but it can be accomplished by simulating the one part of a system for example, the protein at one temperature and other part of system for example the surrounding solvent, at a different temperature. The amplitude of atomic fluctuations in carbonmonomyoglobin were calculated from simulations with temperatures of the protein and solvent at either 300 K or 180 K, i.e. above and below the protein glass transition approximately at 220 K. The results of the four possible combinations revealed that the magnitude of fluctuations in the protein are only weakly dependent
on the protein temperature, and the fluctuations were found to be large when the solvent is at 300 K, independent of protein temperatures. These results confirmed that the temperature of the solvent and thus its mobility is the dominant factor in determining the functionally important protein fluctuations in the temperature range of approximately 80 K for the solvent.

Although MD techniques perform very well in refinement procedures, the use of computational simulations is not always without problems. Therefore, experimental data is always essential to validate simulation methodology, to test the accuracy of the calculated results and to improve the methodology. In general, it is preferable to calculate experimental observables directly from the MD trajectory, and to do this, observables from different experimental techniques viz., NMR, CD, X-ray, fluorescence etc., are generated and compared with those obtained from the computational protocols.
CHAPTER 3

COMPUTATIONAL PROCEDURES

This chapter provides a brief discussion on the computational chemistry software tools viz., AMBER and CLASICO computer program used primarily in the simulations and analysis of the trajectories studied.

3.1 The AMBER 9.0 computer program [92]

The term AMBER is a collective name for a suite of programs that allows users to carry out molecular mechanics calculations, particularly on biomolecules. It is also used to refer to the empirical force field that is implemented in the AMBER 9 computer program [92]. Understanding where to begin in AMBER is primarily a problem of managing the flow of information in this program. Clearly, one needs to understand what information is needed when working with the simulation programs such as SANDER, PMEMD and NMODE within the AMBER program. The following information is needed by all the programs:

(i) Cartesian coordinates for each atom in the system.

This information usually comes from X-ray crystallography, NMR spectroscopy, or model-building programs. The program LEaP provides a platform for carrying out many of these modeling tasks, but other programs may be considered as well.

(ii) “Topology” Information regarding the connectivity, atom names, atom types, residue names, and charges. This “topology” information comes from the database. It contains information for the standard amino acids as well as N
and C-terminal charged amino acids. The database contains default internal coordinates for these monomer units. However, coordinate information is usually obtained from the protein database (PDB) files.

(iii) The parameters for all of the bonds, angles, torsions and atom types in the system. These are the basic force field parameters, which are found in the database.

(iv) The procedural options and the desired parameters are provided to the programs in three separate files. The first contains the coordinates, the second contains the topology and parameters, and is called the “topology file” and the third contains the command or input file.

The primary aim of this study was to study the conformational profiles of medium sized neuropeptides using force-field simulations within the framework of molecular mechanics. For this purpose, three additional components of the AMBER program extensively used in this study, are described below:

### 3.1.1 Preparatory programs in AMBER [92].

In this study, all the peptide sequences were built using the LEAP and ANTECHAMBER modules as part of the preparatory programs within the AMBER program.

LEaP is the primary program used to create a new system in Amber, or to modify old systems. It combines the functionality of prep, link, edit, and parm from earlier versions.
ANTECHAMBER is the main program from the Antechamber suite. For systems containing more than just standard nucleic acids or proteins, this may be helpful to prepare the input for LEaP.

3.1.2 Simulation programs in AMBER [92].

The AMBER program contains the energy programs SANDER, NMODE and PMEMD. For the purposes of this study, only the SANDER module was used, and thus a brief description is warranted.

SANDER

This part of the module carries out energy minimization, molecular dynamics, and NMR refinements. The acronym SANDER, refers to Simulated Annealing with NMR-Derived Energy Restraints. However, this module is used for a variety of simulations that have nothing to do with NMR refinements. This module provides standard protocols for energy minimization and molecular dynamics, and is used for everything except Gibbs free energy calculations. This program relaxes the structure by iteratively moving the atoms down the energy gradient until a sufficiently low average gradient is obtained. As a standard practice, structures are generally minimized before a molecular dynamics simulation. The molecular dynamics portion generates configurations of the system by integrating the Newtonian equations of motion. MD will sample more configurational space than minimization, and will allow the structure to cross over small potential energy barriers. Configurations may be saved at regular intervals during the simulation for later analysis, and basic free energy calculations using thermodynamic integration may be performed.
3.1.3 Analysis programs in AMBER [92].

Of the analysis modules incorporated in the AMBER program, PTRAJ module was relevant for the studies undertaken, and is discussed below.

**PTRAJ**: a general purpose utility module for analyzing and processing trajectory or coordinate files created from MD simulations (or from various other sources), carrying out superpositions, extractions of coordinates, calculation of bond/angle/dihedral values, atomic positional fluctuations, correlation functions, and analysis of hydrogen bonds.

3.2 Conformation Classification (CLASICO) [135]

CLASICO is a computer program designed specifically to group thousands of structures obtained from MD, REMD and SA trajectories into hundreds of patterns, easing the subsequent treatment of the information obtained. A secondary structure can then automatically be assigned to each of the structures left. For a given conformation the procedure consists of assigning a letter to each of the residues of the peptide according to the values of its backbone dihedral angles, following a partition of the space [136]. The procedure is based on splitting the Ramachandran plot into different regions as shown in Figure 3.1.
Figure 3.1 Conformational space partitioned into several regions [136]. The regions are named after the secondary structure motif that each encompasses (3$_{10}$: 3$_{10}$-helix; H: $\alpha$-helix; S: $\beta$-strand; T: type I $\beta$-turn, T': type I' $\beta$-turn; U: type II $\beta$-turn; U': type II' $\beta$-turn).

These regions are labeled S, T, T', U, U', 3$_{10}$, $\alpha$ and accordingly, from the dihedral angles of each residue, conformations can be described by a sequence of letters. In a second step, to each of the conformations already coded by a string of letters, successive two- or three-letters (Figure 3.1) are considered to assign conformational motifs, using a set of rules shown in Table 3.1. These new strings of conformational motifs are called patterns. This procedure enables the different conformational patterns attained by the peptide to be identified, as well as to compare differences of the conformational space sampled using different computational methods. Secondary structure patterns are then numbered and plotted along the trajectory, and frequency of the different patterns can be graphically assessed by looking at the distribution of points. Following this procedure, the CLASICO algorithm [135], can translate the thousands of snapshots stored during the MD, REMD or SA trajectories into 11
different possible motifs as shown in Table 3.1 (H, 3_{10}, S, I1, I2, i1, i2, II1, II2, ii1, and ii2), and the classification of β-turns on the basis of dihedral angles (ϕ and ψ) is depicted in table 3.2.

Table 3.1 Conditions for secondary structure definition of three consecutive residues [135], where (3_{10}: 3_{10}-helix; H: α-helix; S: β-strand; T: type I β-turn, T': type I' β-turn; U: type II β-turn; U': type II' β-turn and j: amino acid residue of peptide sequence).

<table>
<thead>
<tr>
<th>Motif</th>
<th>Condition</th>
<th>Assignment</th>
<th>Code</th>
</tr>
</thead>
<tbody>
<tr>
<td>3_{10}-helix</td>
<td>j and j+1 and j+2 x 3_{10}</td>
<td>j, j+1, j+2 = 3_{10}-helix</td>
<td>3_{10}</td>
</tr>
<tr>
<td>α-helix</td>
<td>j and j+1 and j+2 x H</td>
<td>j, j+1, j+2 = α-helix</td>
<td>H</td>
</tr>
<tr>
<td>β-strand</td>
<td>j and j+1 and j+2 x S</td>
<td>j, j+1, j+2 = β-strand</td>
<td>S</td>
</tr>
<tr>
<td>type I β-turn</td>
<td>j+1 x T and j+2 x T</td>
<td>j+1= type I β-turn (residue 1+1)</td>
<td>I1</td>
</tr>
<tr>
<td></td>
<td>j x T and j+1 x T</td>
<td>j+1= type I β-turn (residue 1+2)</td>
<td>I2</td>
</tr>
<tr>
<td>type I' β-turn</td>
<td>j+1 x T' and j+2 x T'</td>
<td>j+1= type I' β-turn (residue 1+1)</td>
<td>i1</td>
</tr>
<tr>
<td></td>
<td>j x T' and j+1 x T'</td>
<td>j+1= type I' β-turn (residue 1+2)</td>
<td>i2</td>
</tr>
<tr>
<td>type II β-turn</td>
<td>j+1 x U and j+2 x T'</td>
<td>j+1= type II β-turn (residue i+1)</td>
<td>II1</td>
</tr>
<tr>
<td></td>
<td>j x U and j+1 x T'</td>
<td>j+1= type II β-turn (residue i+2)</td>
<td>II2</td>
</tr>
<tr>
<td>type II' β-turn</td>
<td>j+1 x U' and j+2 x T</td>
<td>j+1= type II' β-turn (residue i+1)</td>
<td>ii1</td>
</tr>
<tr>
<td></td>
<td>j x U' and j+1 x T</td>
<td>j+1= type II' β-turn (residue i+2)</td>
<td>ii2</td>
</tr>
<tr>
<td>Coil</td>
<td>None of the above</td>
<td>j+1=coil</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 3.2 Definition of β-turns classified on the basis of dihedral angles [135].

<table>
<thead>
<tr>
<th>Type of β-turns</th>
<th>ϕ_{i+1}</th>
<th>ϕ_{i+2}</th>
<th>ψ_{i+1}</th>
<th>ψ_{i+2}</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>[-110, -10]</td>
<td>[-140, -40]</td>
<td>[-80, 20]</td>
<td>[-50, 50]</td>
</tr>
<tr>
<td>I'</td>
<td>[10, 110]</td>
<td>[40, 140]</td>
<td>[-20, 80]</td>
<td>[-50, 50]</td>
</tr>
<tr>
<td>II</td>
<td>[-110, -10]</td>
<td>[30, 130]</td>
<td>[70, 170]</td>
<td>[-50, 50]</td>
</tr>
<tr>
<td>III</td>
<td>[-110, -10]</td>
<td>[-80, 20]</td>
<td>[70, 170]</td>
<td>[-80, 20]</td>
</tr>
<tr>
<td>III'</td>
<td>[10, 110]</td>
<td>[10, 110]</td>
<td>[-20, 80]</td>
<td>[-20, 80]</td>
</tr>
<tr>
<td>V Ia</td>
<td>[-110, -10]</td>
<td>[-140, -40]</td>
<td>[70, 170]</td>
<td>[-50, 50]</td>
</tr>
<tr>
<td>V Ib</td>
<td>[-170, -70]</td>
<td>[-110, -10]</td>
<td>[70, 170]</td>
<td>[-50, 50]</td>
</tr>
<tr>
<td>V Ib'</td>
<td>[-170, -70]</td>
<td>[-110, -10]</td>
<td>[70, 170]</td>
<td>[-50, 50]</td>
</tr>
</tbody>
</table>
A flowchart showing the protocol and the commands used in CLASICO program [135] is depicted in Figure 3.2. The dihedral angles obtained from different trajectories are used as input in CLASICO to generate and classify the secondary structure motifs of the peptides.

**Figure 3.2** Flow chart for the protocol in the CLASICO program [135] (commands are shown in red).
3.2.1 Programs in CLASICO [135]

ptjm
In order to process the data the first step is to create the input for the CLASICO with ptjm. The program ptjm will convert the data from the files omex, phix, and psix obtained in ptraj to create an input.std file.

moh
This program classifies structures based on structural motifs. 3 consecutive residues which accomplish whatever helical condition (H, 3_{10} or PI) are considered an helix. The specific motif assignation is done in a local way depending on the condition accomplished. When different assignations can be done, the order of priority is H > 3_{10} > PI. The input.std file will be read by moh executable to create the MOHCLAS.mat.

mtcomp
The next step is to convert the MOHCLAS.mat into a compressed matrix with the mtcomp executable. The format of MOHCLAS.comp contains in the first column the number of the snapshot. The second column contains the number of following items in the same row.

patt
The program patt classifies the structures in patterns based on the conformational motifs present.

MOHCLAS.comp and PATT.sum are input files.

PATT.patt is the pattern file (identical to MOHCLAS.comp but only with non-repeated patterns)
PATT.group is the file for recording the appearance of new patterns - pattern numbers are assigned to the structure.

PATT.perclass records the number of times that a given pattern appears.

PATT.relev records the number of times that a given pattern appears if it appears more than the 0.1% of the structures.
CHAPTER 4

MOLECULAR DYNAMICS AND REPLICA EXCHANGE MOLECULAR DYNAMICS STUDIES OF BOMBESIN

The work described in this chapter involves the study of the conformational profile of bombesin using different computational procedures. Specifically, the present study describes on the one hand the effect of using the Berendsen's thermostat versus the Langevin's thermostat and on the other hand, the use of the multicanonical replica exchange molecular dynamics as compared with standard molecular dynamics. The results obtained from different computational protocols were finally compared with the previously reported NMR experiments.

4.1 Introduction

The majority of short polypeptide chains, due to their flexible nature, exhibit a complex conformational profile in solution as a result of a dynamical exchange between conformations at the microscopic level [114]. These peptides exhibit random coil structures in low viscosity solvents but attain a specific structural feature in the structuring solvents [137]. Accordingly, it is expected that experimental techniques reveal average features of the structure as a result of the superimposition of diverse coexisting structures of the ensemble. The conformational features of the polypeptide are dictated by a complex balance of molecular interactions determined by the amino acid sequence and modulated by the environment. In geometrical terms this leads to a rugged potential energy surface with multiple minima, whose characterization through atomistic simulations represents a complementary bottom-up approach to the understanding of the conformational features of a peptide in solution.
The reports indicating exploration of the conformational space of peptides are widely discussed in literature [37]. Sampling can be carried out either through a topographical exploration of the potential energy surface using methods like simulated annealing (SA) [38], or in the configurational space using methods like Monte Carlo (MC) or Molecular dynamics (MD) [2]. However, due to the nature of the conformational energy surface, sampling engines can be trapped in a local minima. For methods that explore the potential energy surface, a qualitative knowledge of the extent of the space sampled can be assessed by inspection of the density of states characterized during the sampling process [138]. In contrast, when sampling the configurational space, convergence is achieved when a Maxwell-Boltzmann weighted ensemble is obtained [41].

The present work is intended to get some insight into the performance of the different computational procedures used to explore the configurational space based on molecular dynamics simulations to provide an adequate atomic description of the system, compatible with the aggregated information provided by different experimental techniques. Specifically, in the present work we report the results of the exploration of the conformational space of a medium size peptide using standard molecular dynamics calculations at 300 K and using two different thermostats, the Berendsen’s thermostat [82] and second, the Langevin’s thermostat [139]. The former is widely used in biomolecular simulations because of its stability and efficiency, although in contrast to the latter, it does not produce canonical distributions. In addition, we want also to compare the results obtained from a molecular dynamics trajectory with those produced using the multicanonical replica
exchange molecular dynamics method for sampling purposes using the same thermostat [79].

For the present study the tetradecapeptide of sequence: Glp-Gln-Arg-Leu-Gly-Asn-Gln-Trp-Ala-Val-Gly-His-Leu-Met-NH₂ (Glp= pyroglutamic acid) known as bombesin was considered, due to its pharmacological relevance. Originally isolated from the frog skin of an amphibian Bombina bombina [140], belonging to a family of compounds that exhibit a variety of biological activities in numerous tissues and cell types [141], and is widely distributed in the different regions of the brain, lung and gastrointestinal tracts [142-143]. Bombesin acts as a neurotransmitter and a neuromodulator on the peripheral system by stimulating the muscles of the alimentary canal [144-145] and the secretion of pancreatic enzymes [146]. Thus, it triggers the release of some gastrointestinal hormones, enhances the proliferative activity of rat adrenocortical cells and acts as a potent mitogenic agent which displays a growth factor activity for human small-cell lung carcinomas [147]. Because of this wide spectrum of biological activities, there is a considerable interest in the clinical potential of both the agonist and antagonist molecules of bombesin, particularly in the fight against cancer [148-149]. Also, due to its role in the control of appetite, metabolism, and chronic itching they are interesting targets for drug discovery [150-151]. However, in order to develop new drugs a deeper understanding of its structure-activity relationships is necessary.

With regard to the known structure-activity relationships of bombesin, it was established early that the fragment 6-14 was the shortest sequence retaining the full agonist activity, identifying residues Gln⁷, Trp⁸ and His¹² to be important for its
biological activity. Spectroscopic studies including NMR [152-156] Infrared (IR) [157], Circular Dichroism (CD) and Fluorescence spectroscopy [158] and using different solvents like water, dimethylsulfoxide (DMSO) or trifluoroethanol-water mixtures have provided information of the conformational features of bombesin. Specifically, NMR reports in water and DMSO [152-154] describe the structure of bombesin as a random coil. In contrast, NMR experiments of bombesin carried out in a trifluoroethanol (TFE)/water mixture (30% v/v) [155-156] reports that the C-terminal segment of the peptide ranging from residue 6 to 14 displays a helical conformation, although less sharply structured with residues 11 to 14. Moreover, the first two N-terminal residues adopt an extended conformation, while the region between residues 3 and 5 exhibit a great deal of flexibility. The helical feature of the peptide has also been confirmed by IR [157], CD and Fluorescence studies [158] when the peptide is incorporated into lipid environments. In view of these results it has been suggested that the C-terminal region of the molecule displays a helical structure into the hydrophobic lipid environment, whereas the rest of the molecule in the aqueous phase exists in a less ordered structure.

4.2 Computational Methods

In order to compare the outcome of the present simulations with the NMR results of a TFE/water mixture containing bombesin, whose secondary structure inducing capability is probably due to the formation of a solvation coating around the peptide [156, 159], implicit solvent models were considered as a good approximation as they allow the peptides to achieve equilibrium faster thus saving computer resources. Specifically, the Generalized Born surface area procedure [91] was selected to treat
the solvent in the present work since it offers higher computational efficiency and readily allows for the analytical evaluation of forces [160-161]. Consistent with this choice, the AMBER ff96 force field [162] was selected for the computation of the energy. This selection is based on the results reported by several authors suggesting that the ff96 set reproduces accurately the results of explicit solvent simulations when used with implicit solvent models [44, 163-164]. Accordingly, ff66 parameters were developed for the pyroglutamic residue. Specifically, RESP charges were calculated by fitting the electrostatic potential computed at the Hartree-Fock level with a 6-31G(d) basis set following the Merz-Kollman procedure [166] and using two minimum energy conformations in the fitting procedure.

In the simulations, the C-terminal of the peptide was amidated while N-terminal was used without any protecting groups, with side chains of Glu and Arg residues considered charged. The salt concentration was adjusted to 0.2 M in order to mimic physiological conditions. An initial extended structure of the peptide was used and energetically minimized with a convergence criterion of 0.005 kcal mol\(^{-1}\)Å\(^{-1}\). The SHAKE algorithm was used for bonds involving hydrogen atoms and an integration time-step of 2 fs was employed. All the calculations reported in the present work were carried out with the AMBER 9.0 suite of programs [92].

4.2.1 MD simulations using the GB method and Langevin and Berendsen thermostat algorithms

Starting from the extended conformation, two sets of 200 ns MD simulations, using Langevin’s and Berendsen’s thermostats respectively, were performed at 300 K temperature using the Onufriev, Bashford and Case (OBC) implementation of the
Generalized Born approximation [91]. Internal dielectric constant in the peptide was set to 1, while an external dielectric constant of 80, corresponding to water was employed.

4.2.2 REMD Simulations
Starting from the extended conformation of bombesin, 100 ns REMD calculations were performed using the OBC implementations based on the Generalized Born approximation [91]. The dielectric constant around the peptide (internal dielectric constant) was set to 1 and the external dielectric constant was set to 80, corresponding to water. Prior to the REMD simulations, five standard MD simulations were run for a period of 5 ns at different temperatures ranging from 250-750 K to obtain the average value of the energy of the system. Time step was set to 0.2 fs, and the SHAKE method was used to constrain all hydrogen atoms. The results of these calculations were used to compute the temperature of the 14 replicas of the present calculation by setting swapping probability of 0.2 and using the condition to have one replica at 300 K. The replica temperatures used in the present calculation were: 280, 300, 321, 344, 369, 395, 424, 454, 487, 523, 561, 603, 648 and 697 K. Replicas were allowed to swap every 2 ps. The temperature during MD simulations was regulated by Langevin’s thermostat [139]. Analysis of the REMD trajectories was similar to those applied to the MD simulations.

4.2.3 Classification of Structures (CLASICO) [135]
Analysis of all trajectories was carried out using the CLASICO software [135] which enables the formation/destruction of secondary structures to be monitored during the folding process, as well as in the characterization of the group of structures that
represents the folded molecule. The characterization of secondary structures for each of the trajectories was carried out using the procedure reported previously [135]. This procedure also permits the identification of different conformational patterns attained by the peptide, as well as to compare differences of the conformational space sampled using different computational methods.

4.3 Results and Discussion

A qualitative analysis of the secondary motifs was performed in order to characterize the structural features of bombesin. For this purpose we used the in-house program CLASICO that permits the identification of secondary motifs from each snapshot, as described elsewhere [135]. The program translates each snapshot into a string of letters according to the following procedure: proceeding in a sequential manner, the program computes for each residue its backbone dihedral angles and assigns a letter to it following the Zimmerman partition of the Ramachandran map [167]. Following a set of rules, each string is analyzed using a three-letter string (Figure 3.1) to assign the corresponding secondary motif. Histograms of the secondary motifs per residue for each of the three procedures used in the present work are depicted in Figures 4.1a-c. It should be noted that the CLASICO program [135] does not include first and last residues of the peptide in secondary structure calculations which is why both the residues are not displaying any of the secondary structure features in Figures 4.1a-c. They show a very structured nature of the peptide: about 60-70% for the MD calculations and about 80% for the REMD calculation. As can be seen, all three calculations predict a high helical content for the whole sequence, with a higher percentage being obtained between residues 6 and 10.
Figure 4.1 Motif abundance for the bombesin in (a) MD$_{\text{Lang}}$ (b) MD$_{\text{Beren}}$ and (c) REMD trajectories. Conformational motifs are labeled: H (α-helix), 3$_{10}$ (3$_{10}$-helix), PI (π-helix), PP2 (polyproline II), Ext (extended), S (β-strand), beta (β-turn), as defined in Table 3.1 [135]. Only H, beta, 3$_{10}$ and Ext are exhibited by the structures in the current MD studies.
In order to test the performance of the different procedures, the histograms needed to be compared in pairs. The difference in the helix content found between the REMD calculation (Figure 4.1c) and the MD trajectory performed using the Langevin thermostat (Figure 4.1a) must be due to a different sampling time and that the sampling is temperature biased. On the other hand, the MD performed using the Berendsen thermostat (Figure 4.1b) in comparison with the one performed using the Langevin thermostat (Figure 4.1a) shows a differential behaviour with regard to the N-terminus.

In order to gain a better insight into the structural features of the peptide we selected a helical structure from a set of configurations sampled and it was considered as a reference structure. The root-mean-square deviation (rmsd) of each of the snapshots was subsequently computed with regard to the reference structure and the data plotted along the trajectory, as depicted in Figure 4.2a-c. The two MD trajectories show a continuum, not observed in the REMD calculation, since the sampling produced in this method does not correspond to a temporal series. The snapshots were then classified into five sets according to the rmsd values of the reference structure: set 1 \( \text{rmsd} \in [0,1] \); set 2 \( \text{rmsd} \in [1,2] \); set 3 \( \text{rmsd} \in [2,3] \); set 4 \( \text{rmsd} \in [3,4] \); set 5 \( \text{rmsd} \in [4,7] \).
Figure 4.2 Main-chain RMSDs of the backbone atoms from the reference structure for (a) $\text{MD}^{\text{Lang}}$, (b) $\text{MD}^{\text{Beren}}$ and (c) REMD trajectories.
The percentage of structures in each of the sets are: for the MD (Langevin), 10%, 27%, 61%, 2%, 0%; MD (Berendsen), 8%, 36%, 45%, 2%, 9% and REMD calculation, 21%; 44%; 8%; 2%; 25%; (Table 4.1). The average structures of the different sets are shown pictorially in Figure 4.3. The average structure of set 1 exhibits a well defined α-helical structure on the segment ranging from residue 6 to 14. At the N-terminus on the other hand, the structure exhibits a type I β-turn between residues Glu\(^2\) and Gly\(^5\). Set 2 exhibits also a helical structure between residues 6 to 14, although modified into a π-helix in its C-terminus. This may cause a decrease in the stability that must be compensated by the favorable interaction of the aromatic side chains of Trp\(^8\) and His\(^{12}\) that are aligned. Indeed this is an interesting structural feature, since these two residues are known to be important in the activity of the peptide. At the N-terminus, the structure also exhibits a type I β-turn between residues Glu\(^2\) and Gly\(^5\). With regard to set 3, the interaction between the side chains of Glu\(^2\) and Asn\(^6\) disrupts the helical structure at residues 6 and 7, although this is compensated with a type I β-turn between residues Glu\(^2\) and Gly\(^5\). In this structure the helix is distorted at the C-terminus. Set 4 exhibits a helical structure between residues 6 and 14 although the last two turns exhibiting a π-helix. This structure shows again the favorable interaction between residues Trp\(^8\) and His\(^{12}\). Moreover, in its structure, the N-terminus exhibits a bent conformation. Finally, set 5 clearly deviates from the helical structure, although with frequent turn conformations especially around the segment Gly\(^5\)-Ala\(^9\) as will be discussed later.
Figure 4.3 Average structures of the different intervals (Figures a-e) classified according to the rmsd w.r.t a helical structure between residues 6 and 10. Different intervals are classified according to the rmsd w.r.t the reference structure: interval 1 $\text{rmsd} \in [0,1]$; interval 2 $\text{rmsd} \in [1,2]$; interval 3 $\text{rmsd} \in [2,3]$; interval 4 $\text{rmsd} \in [3,4]$; interval 5 $\text{rmsd} \in [4,7]$. 
Table 4.1 Number of structures and their percentages observed in different intervals of the a) MD^Lang, b) MD^Beren and (c) REMD trajectories. Interval 1, Interval 2, Interval 3, Interval 4 and Interval 5 corresponds to 0-1, 1-2, 2-3, 3-4 and 4-7 regions, respectively of RMSD plots calculated from MD^Lang, MD^Beren and REMD^Lang trajectories with respect to the reference structure.

<table>
<thead>
<tr>
<th>Set</th>
<th>Number of structures</th>
<th>MD^Lang</th>
<th>MD^Beren</th>
<th>REMD^Lang</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Set 1</td>
<td>Number of structures</td>
<td>20181</td>
<td>16086</td>
<td>20998</td>
</tr>
<tr>
<td></td>
<td>%</td>
<td>10.09</td>
<td>8.04</td>
<td>21.00</td>
</tr>
<tr>
<td>Set 2</td>
<td>Number of structures</td>
<td>54023</td>
<td>72784</td>
<td>43837</td>
</tr>
<tr>
<td></td>
<td>%</td>
<td>27.01</td>
<td>36.39</td>
<td>43.84</td>
</tr>
<tr>
<td>Set 3</td>
<td>Number of structures</td>
<td>122321</td>
<td>89666</td>
<td>7653</td>
</tr>
<tr>
<td></td>
<td>%</td>
<td>61.16</td>
<td>44.83</td>
<td>7.65</td>
</tr>
<tr>
<td>Set 4</td>
<td>Number of structures</td>
<td>3145</td>
<td>3999</td>
<td>1721</td>
</tr>
<tr>
<td></td>
<td>%</td>
<td>1.57</td>
<td>2.00</td>
<td>1.72</td>
</tr>
<tr>
<td>Set 5</td>
<td>Number of structures</td>
<td>330</td>
<td>17465</td>
<td>25791</td>
</tr>
<tr>
<td></td>
<td>%</td>
<td>0.17</td>
<td>8.73</td>
<td>25.79</td>
</tr>
</tbody>
</table>

The observed tendencies in Table 4.1 suggest that the secondary structure can be further rationalized through the analysis of the backbone-backbone hydrogen bonding interaction. The statistical analysis of the hydrogen bonds (HBs) observed during the sampling process for the different calculations is shown in Table 4.2. The geometrical criterion used to consider two atoms [donor (A) and acceptor (B)] in the formation of the hydrogen bond (HB) were, to have a distance ≤ 3.0 Å and angle HAB ≤ 120°. In order to obtain significant results, only the hydrogen bond with a percentage of existence ≥ 1.0 % was considered during the simulation time. Moreover, the hydrogen atoms of both terminal –NH2 groups were considered indistinguishable.
Table 4.2 Secondary structures observed due to backbone-backbone hydrogen bond interactions and their percentages in different trajectories for bombesin. Secondary structures, α-helix, π-helix, γ-turn, reverse turn and loop, are assigned in terms of hydrogen bond interactions between i to i+4, i to i+5, i to i+2, i+n (n >2) to i and i to i+n (n >3) residues, respectively in the peptide [14-16].

<table>
<thead>
<tr>
<th>No.</th>
<th>Definition</th>
<th>2° Structure</th>
<th>MD&lt;sub&gt;Lang&lt;/sub&gt; (%)</th>
<th>MD&lt;sub&gt;Beren&lt;/sub&gt; (%)</th>
<th>REMD&lt;sub&gt;Lang&lt;/sub&gt; (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(Gln&lt;sup&gt;2&lt;/sup&gt;)CO…NH(Asn&lt;sup&gt;6&lt;/sup&gt;)</td>
<td>α–helical</td>
<td>8.9</td>
<td>8.8</td>
<td>22.0</td>
</tr>
<tr>
<td>2</td>
<td>(Arg&lt;sup&gt;3&lt;/sup&gt;)CO…NH(Gln&lt;sup&gt;7&lt;/sup&gt;)</td>
<td>α–helical</td>
<td>7.3</td>
<td>12.4</td>
<td>21.7</td>
</tr>
<tr>
<td>3</td>
<td>(Leu&lt;sup&gt;4&lt;/sup&gt;)CO…NH(Trp&lt;sup&gt;8&lt;/sup&gt;)</td>
<td>α–helical</td>
<td>11.9</td>
<td>17.4</td>
<td>29.2</td>
</tr>
<tr>
<td>4</td>
<td>(Gly&lt;sup&gt;5&lt;/sup&gt;)CO…NH(Ala&lt;sup&gt;9&lt;/sup&gt;)</td>
<td>α–helical</td>
<td>16.4</td>
<td>16.7</td>
<td>39.3</td>
</tr>
<tr>
<td>5</td>
<td>(Asn&lt;sup&gt;6&lt;/sup&gt;)CO…NH(Val&lt;sup&gt;10&lt;/sup&gt;)</td>
<td>α–helical</td>
<td>10.5</td>
<td>11.0</td>
<td>24.4</td>
</tr>
<tr>
<td>6</td>
<td>(Gln&lt;sup&gt;7&lt;/sup&gt;)CO…NH(Gly&lt;sup&gt;11&lt;/sup&gt;)</td>
<td>α–helical</td>
<td>12.3</td>
<td>13.5</td>
<td>24.3</td>
</tr>
<tr>
<td>7</td>
<td>(Trp&lt;sup&gt;8&lt;/sup&gt;)CO…NH(His&lt;sup&gt;12&lt;/sup&gt;)</td>
<td>α–helical</td>
<td>15.0</td>
<td>19.6</td>
<td>32.0</td>
</tr>
<tr>
<td>8</td>
<td>(Ala&lt;sup&gt;9&lt;/sup&gt;)CO…NH(Leu&lt;sup&gt;13&lt;/sup&gt;)</td>
<td>α–helical</td>
<td>8.2</td>
<td>9.2</td>
<td>18.0</td>
</tr>
<tr>
<td>9</td>
<td>(Val&lt;sup&gt;10&lt;/sup&gt;)CO…NH(Met&lt;sup&gt;14&lt;/sup&gt;)</td>
<td>α–helical</td>
<td>6.0</td>
<td>6.1</td>
<td>16.0</td>
</tr>
<tr>
<td>10</td>
<td>(Gln&lt;sup&gt;11&lt;/sup&gt;)CO…NH(Leu&lt;sup&gt;13&lt;/sup&gt;)</td>
<td>Reverse turn</td>
<td>7.5</td>
<td>5.8</td>
<td>_</td>
</tr>
<tr>
<td>11</td>
<td>(Trp&lt;sup&gt;12&lt;/sup&gt;)CO…NH(Leu&lt;sup&gt;13&lt;/sup&gt;)</td>
<td>π–helical</td>
<td>5.4</td>
<td>7.1</td>
<td>9.1</td>
</tr>
<tr>
<td>12</td>
<td>(Ala&lt;sup&gt;9&lt;/sup&gt;)CO…NH(Met&lt;sup&gt;14&lt;/sup&gt;)</td>
<td>π–helical</td>
<td>9.2</td>
<td>12.7</td>
<td>16.3</td>
</tr>
<tr>
<td>13</td>
<td>(Gln&lt;sup&gt;2&lt;/sup&gt;)CO…NH(Ala&lt;sup&gt;9&lt;/sup&gt;)</td>
<td>Loop</td>
<td>5.6</td>
<td>_</td>
<td>_</td>
</tr>
<tr>
<td>14</td>
<td>(Gly&lt;sup&gt;11&lt;/sup&gt;)CO…NH(Arg&lt;sup&gt;3&lt;/sup&gt;)</td>
<td>Loop</td>
<td>_</td>
<td>_</td>
<td>7.7</td>
</tr>
<tr>
<td>15</td>
<td>(Ala&lt;sup&gt;9&lt;/sup&gt;)CO…NH(Leu&lt;sup&gt;13&lt;/sup&gt;)</td>
<td>Loop</td>
<td>_</td>
<td>_</td>
<td>5.4</td>
</tr>
<tr>
<td>16</td>
<td>(Asn&lt;sup&gt;6&lt;/sup&gt;)CO…NH(Trp&lt;sup&gt;8&lt;/sup&gt;)</td>
<td>γ-turn</td>
<td>_</td>
<td>_</td>
<td>6.1</td>
</tr>
<tr>
<td>17</td>
<td>(Val&lt;sup&gt;10&lt;/sup&gt;)CO…NH(His&lt;sup&gt;12&lt;/sup&gt;)</td>
<td>γ-turn</td>
<td>_</td>
<td>_</td>
<td>5.27</td>
</tr>
</tbody>
</table>

Figure 4.4a is a diagrammatic representation of the permanence of the difference in hydrogen bonding patterns along the dynamics for the trajectory performed using the Langevin thermostat. HBs responsible for the helicity are almost negligible up to 40 ns whereby the helical region between residues 5 to 10 can be observed during the next 20 ns. The region between 105-200 ns of trajectory, excluding the segment between 165-178 ns, shows conformations with helical structure between residues 6
to 14. A hydrogen bond formed between residues 2 to 9 corresponding to a loop conformation was also observed in some of the structures sampled during the initial 30 ns of the trajectory.

Table 4.2 lists the type of interactions along with the percentage of conformations in the currently investigated simulations, calculated in terms of backbone-backbone hydrogen bonding. Although most of the conformations sampled in each of the trajectories correspond to $\alpha$-helical (residues 2 to 14) regions, REMD has proven to be better at sampling the helical conformations (Table 4.2). These results demonstrate that the formation of two $\beta$-turns between residues 6 to 8 and 10 to 12 along with two loops between residues 3 to 11 and 4 to 9 have been sampled in REMD$_{\text{Lang}}$, whereas they were absent in MD$_{\text{Lang}}$ and MD$_{\text{Beren}}$ trajectories. On the contrary, no reverse turns were observed in REMD whilst they were found in the MD$_{\text{Lang}}$ and MD$_{\text{Beren}}$ simulations between 4 to 7 residues. The corresponding HB diagram for the trajectory performed using the Berendsen thermostat is shown in Figure 4.4b. In this case, helical conformations are sampled from the beginning of the trajectory. The segments of trajectory showing regular distribution of hydrogen bonds and accounting for helical structures between residues 2 and 14 can be distinguished in the intervals 1000-5000, 11000-18000, 82000-84000 and 123000-200000 ps.
Figure 4.4 Progress of hydrogen bonds (Table 4.2) monitored between important residues for bombesin in (a) MD\textsuperscript{Lang} (b) MD\textsuperscript{Beren} and (c) REMD trajectories. Secondary structures, $\alpha$-helix, $\pi$-helix, $\gamma$-turn, reverse turn and loop, are assigned in terms of hydrogen bond interactions between $i$ to $i+4$, $i$ to $i+5$, $i$ to $i+2$, $i+1$ to $i$, $i+1$ to $i+2$, $i+1$ to $i+2$, $i+1$ to $i+n$ ($n > 2$) to $i$ and $i$ to $i+n$ ($n > 3$) residues, respectively in the peptide [14-16].
To some extent, hydrogen bonding between residues 8 to 13 and 9 to 14 was responsible for the \( \pi \)-helicity which was also sampled mainly in the intervals 5000-15000, 130000-158000 and 170000-200000 ps.

Figure 4.4c shows the hydrogen bonding pattern in the sampling process using the REMD method. Inspection of Figure 4.4c reveals the extensive appearance of hydrogen bonds between residues 2 to 14. The existence of two \( \pi \)-helical turns between residues 8 to 13 and residues 9 to 14 can be observed in most of the conformations. Two consistent hydrogen bonds between residues 6 to 8 and residues 10 to 12 corresponding to a \( \beta \)-turn were also observed in most of the configurations sampled. Overall, these results suggest that the peptide has a high propensity to adopt helical conformations flanked by residues 2-14, under REMD conditions.

Finally, it is a good exercise to compare the results with the aggregated information provided from the NMR spectrum. Since the NOE intensities of an NMR spectrum are inversely related to the sixth power of the distance between the atoms involved, the distances computed from the NMR spectrum are directly comparable with the results of the simulations. Eight long NOE distances obtained from the NMR spectrum recorded in TFE/water, were used to compare the present results [156]. These signals can be classified according to its intensity as strong (s), medium (m), weak (w) and very weak (vw) [168]. The intensity of the signal provides a range for the corresponding atom-atom distances [169]. The NOEs considered in the present study include: i) \( C^\alpha-N \) (aN3, Figures 4.5-4.7) between Gln\(^7\)-Val\(^{10}\) (m), Trp\(^{8}\)-Gly\(^{11}\) (w), Ala\(^9\)-His\(^{12}\) (w), Val\(^{10}\)-Leu\(^{13}\) (m) and Gly\(^{11}\)-Met\(^{14}\) (w); ii) a \( C^\alpha-N \) (aN4, Figures 4.5-4.7) between Gln\(^7\)-Gly\(^{11}\) (m) and iii) \( C^\alpha-C^{1\beta} \) (ab3, Figures 4.5-4.7) Asn\(^6\)-Ala\(^9\) (vw) and Val\(^{10}\)-
Leu$^{13}$ (vw) [156]. The distances between the corresponding atoms responsible for the different experimental NOEs were computed independently from the different calculations performed in the present study. NOE distances are reported as the average of the distance computed for each snapshot with a tolerance factor of ±1.96 standard deviations, covering a 95% of the variance assuming a normal distribution.

Figures 4.5-4.7 pictorially shows the overlapping between experimental NMR and computed distances for the MD$^{\text{Lang}}$, MD$^{\text{Beren}}$ and REMD calculations, respectively. On comparing the different boxes of one calculation, all three figures show the same pattern, with a full overlap between NMR results and computations for the structures of intervals 1-3 and partial overlap for the structures of interval 4, whereas for the structures of interval 5, the overlap is negligible. In the case of the structures of sets 1-3 there is partial agreement between the computed distances and the NOE derived distances. From Figure 4.3 it can be seen that these structures exhibit in common a helical structure along the segment 6-14 that correlates well with the observed distances derived from the NMR spectrum. However, there is a considerable difference in the dispersion of the distances sampled during the simulations. Specifically, Figures 4.7a and 4.7b, in comparison show an increase in the dispersion of distances Gly$^{11}$-Met$^{14}$ and Gln$^{7}$-Gly$^{11}$. Moreover, this effect is increased dramatically in all distances when Figures 4.7b and 4.7c are compared. In fact, inspection of the average structures shown in Figure 4.3a, 4.3b and 4.3c suggests deviations from the standard $\alpha$-helix at the C-terminus. Specifically, deviations may be in the form of a $\pi$-helix as shown at the last turn of the structure of Figure 4.3b. This observation of a $\pi$-helix at the C-terminus is also corroborated by the
appearance of a HB between Trp$^8$CO...NHLeu$^{13}$ and Ala$^9$CO...NHMet$^{14}$, shown in the HB analysis listed in Table 4.2. In contrast, structures belonging to interval 4 do not agree with the NMR derived distances Val$^{10}$-Leu$^{13}$ and Gly$^{11}$-Met$^{14}$. As can be seen in Figure 4.3d these structures do not show helicity at the C-terminus. Dispersions of the distance for the structures classified in intervals 3, 4 and 5 are similar in the three calculations. In contrast, the distance dispersion in the two first intervals (Figures 4.5a, 4.6a and 4.7a, and 4.5b, 4.6b and 4.7b) is larger for the Langevin simulation, whereas for the REMD and Berendsen, they are similar. Thus, comparison of the results obtained with the two MD simulations, suggests that the thermostats play a role in the sampling process. Inspection of the rmsd from a 6-14 helical structure (Figure 4.2) suggests that the peptide follows more frequently the folded conformation using Berendsen’s thermostat compared with Langevin’s thermostat. This is due to an observed biasing effect of the former to enhance folded structures [170]. On comparing REMD calculations with MD using the Langevin’s thermostat, it can be suggested that a better agreement of the NMR results for the former, is due to the known extremely rapid process of equilibration observed in the REMD calculations [171] that is reflected in the number of configurations sampled in intervals 1 and 2 as compared with the MD simulations.
Figure 4.5 Comparison of reported NMR distances [156] shown in orange and average of the distance intervals (1-5) containing 95% structures during the MD$^{\text{Lang}}$ sampling process. Different intervals are classified according to the rmsd w.r.t the reference structure: interval 1 rmsd $\in [0,1]$; interval 2 rmsd $\in [1,2]$; interval 3 rmsd $\in [2,3]$; interval 4 rmsd $\in [3,4]$; interval 5 rmsd $\in [4,7]$.
Figure 4.6 Comparison of reported NMR distances [156] shown in orange and the average of the distance intervals (1-5) containing 95% structures during the MD\textsuperscript{Ber} sampling process. Different intervals are classified according to the rmsd w.r.t the reference structure: interval 1 rmsd\(\in\)[0,1]; interval 2 rmsd\(\in\)[1,2]; interval 3 rmsd\(\in\)[2,3]; interval 4 rmsd\(\in\)[3,4]; interval 5 rmsd\(\in\)[4,7].
Figure 4.7 Comparison of reported NMR distances [156] shown in orange and the average of the distance intervals (1-5) during the REMD sampling process. Different intervals are classified according to the rmsd w.r.t. the reference structure: interval 1 $\text{rmsd} \in [0,1]$; interval 2 $\text{rmsd} \in [1,2]$; interval 3 $\text{rmsd} \in [2,3]$; interval 4 $\text{rmsd} \in [3,4]$; interval 5 $\text{rmsd} \in [4,7]$. 
Structure-activity ideas, combining the known dependence of the size and sequence of the peptide on its biological activity, analyzed in view of the structural results reported in the present work, is discussed. Our results clearly show that the peptide attains a helical structure on the segment 6-14 regardless of the methodologies used. Moreover, the helical structure exhibits a tendency to unwind at the C-terminus showing a propensity to adopt a \( \pi \)-helix at its last turn. This behaviour is related to the presence of two glycines at strategic positions 5 and 11, known as a helix breaker residue. Gly\(^5\) acts as a hinge between the N-terminus and the rest of the chain, whereas Gly\(^{11}\) perturbs the helix at the C-terminus. These structural features explain the known biological data. The fragment 6-14 of bombesin is known to be the shortest fragment retaining activity. This can be correlated with the clear tendency of the peptide to adopt a helical structure in this segment. Indeed, analogs containing residues with a helical inducer like \( \alpha \)-aminoisobutyric acid (Aib), exhibit enhanced affinity [172]. Moreover, it is known that residues Gln\(^7\), Trp\(^8\) and His\(^{12}\) are important for bombesin activity. These residues may play a role in stabilizing the helical secondary structure and/or in the recognition process with the receptor through their side chains. Analysis of the trajectories reported in the present work reveal that the distance between Trp\(^8\) and His\(^{12}\) side chains moves about 50% between 4 Å and 9 Å. When the two side chains get closer they form a \( \pi-\pi \) stacking interaction (see Figure 4.8a), providing a structural support for the helical structure and possibly plays a role in the recognition of the receptor. When the two side chains are parted at the longest distance, the helix gets distorted at the C-terminus. The analysis of the calculations reported in the present work also shows that Gln\(^7\) and Trp\(^8\) side chains are involved in
a NH...π hydrogen bond during about 40% of the trajectories (Figure 4.8b). This interaction reinforces the structure of a helical turn between residues Gly$^5$ and Ala$^9$ stabilized by the corresponding carbonyl-amide backbone hydrogen bond (see Table 4.2). In this situation the helix is distorted, preventing the interaction between the two aromatic side chains Trp$^8$ and His$^{12}$. Accordingly, the dynamical picture emerging is that Trp$^8$ plays the role of a hinge, reinforcing the helical structure on the one hand through π-π interactions, and stabilizing the Gly$^5$-Ala$^9$ helical-turn on the other. The reinforcing role on the helix turn of Gln$^7$ can be further justified taking into account that when substituted by histidine as in neuromedin C, the peptide exhibits no significant loss of biological activity to the BB2 receptor, but two orders of magnitude loss to the neuromedin B receptor (NMBR or BB1 receptor). This could be explained if we consider that His is a poorer helical inducer than Gln and consequently, the peptide may loose part of its intrinsic tendency to form a helix, but alternatively, it can also form a hydrogen bond with the Trp side chain as Gln does. This dual behaviour could explain the dual pharmacological behaviour of the peptide with regard to receptors BB1 and gastrin releasing peptide receptor (GRPR or BB2 receptor). However, further investigation needs to be done in this direction.

The analysis of the calculations reported in the present work also shows that Gln$^7$ and Trp$^8$ side chains are involved in a NH...π hydrogen bond during about 40% of the trajectories (Figure 4.8b). This interaction reinforces the structure of a helical turn between residues Gly$^5$ and Ala$^9$ stabilized by the corresponding carbonyl-amide backbone hydrogen bond (see Table 4.2). In this situation the helix is distorted, preventing the interaction between the two aromatic side chains Trp$^8$ and His$^{12}$. 
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Figure 4.8 (a) Distance (obtained using ptraj module of AMBER 9 [92]) between the centers of the aromatic rings of Trp8 and His12 during the REMD sampling process; (b) Values of the distance between the amide group of the Gln7 side chain and the center of the aromatic ring of Trp8 during the RMED sampling process.
4.4 Conclusions
Two 200 ns MD trajectories (using Langevin and Berendsen thermostats, respectively) and a 100 ns REMD sampling were used to explore the conformational space of bombesin using the OBC implementation of the GB method to describe the solvent. Calculations carried out using the AMBER ff96 force field, were considered adequate to use in combination with implicit solvent methods [44, 163-165]. Analysis of the results clearly shows that the peptide attains a helical structure on the segment 6-14 regardless of the methodologies used. This result is clearly connected to the activity of the peptide, since it is known that the bombesin fragment 6-14 is the shortest fragment retaining activity. Moreover, the results also show the tendency of the peptide to adopt a \( \pi \)-helix at the C-terminus aligning the aromatic residues Trp\(^8\) and His\(^{12}\). The side chain of Gln\(^7\) is found to form a NH-\( \pi \) hydrogen bond with the side chain of Trp\(^8\), distorting the helix at its C-terminus, suggesting that Trp\(^8\) plays the role of a hinge winding and unwinding of the helical C-terminus of the peptide. With regard to the methodological aspects of the present results, although the three methodologies provide the same general conclusion, the REMD is more robust for the purpose of sampling, providing less uncertainty as measured through the agreement of the NMR results as compared with MD simulations [172]. MD\(^{\text{Ber}}\) shows a bias in the sampling of the folded structures in comparison to the MD\(^{\text{Lang}}\). Moreover, taking into account that the REMD calculations were done using the Langevin thermostat, direct comparison to MD\(^{\text{Lang}}\) demonstrates the quick equilibration process being undertaken when using the REMD procedure.
CHAPTER 5

CONFORMATIONAL PROFILE STUDY OF NEUROMEDIN C

This chapter focuses on a methodological study used to assess the folding characteristics of neuromedin C (NMC). Replica exchange molecular dynamics (REMD) under implicit (REMD\textsuperscript{implicit}) and explicit (REMD\textsuperscript{explicit}) solvent conditions was used as a sampling technique. Moreover, two additional molecular dynamics (MD) trajectories performed using Langevin (MD\textsuperscript{Lang}) and Berendsen (MD\textsuperscript{Berend}) algorithms were also suitably competent to sample similar kinds of conformations. The comparison of results obtained from all the trajectories and those derived from the NMR studies of a Ni(II) complex of NMC indicates that the REMD under explicit solvent conditions is more efficient in sampling the conformations, and show good agreement with the experimental results.

5.1 Introduction

Bombesin-like peptides, are mammalian regulatory peptides that exhibit high sequence homology with bombesin and known to be widely distributed in the mammalian gastrointestinal tract, spinal cord and brain. Gastrin-releasing peptide (GRP) or its C-terminus decapeptide (GRP18-27): neuromedin C (NMC) that retains full action [173] and neuromedin B (NMB) are the peptides most well characterized. They were originally isolated from porcine spinal cord and canine intestinal mucosa, respectively [173-174] but it is now well established that they are widely distributed in the gastrointestinal tract, spinal cord and brain [175]. These peptides have been shown to elicit various physiological effects, including inhibition of feeding, smooth muscle contraction, exocrine and endocrine secretions, thermoregulation, blood pressure and sucrose regulations and cell growth [176]. Specifically, NMC acts as a
growth factor in a wide range of tumors including carcinomas of the pancreas, stomach, breast, prostate, and colon [149].

Recently, NMR spectroscopy and MD simulations [177] in aqueous solution have been employed to determine the structure of the 27-residue GRP. Only a short helical structure was observed in the N-terminal region and the overall structure of the GRP peptide did not show any ordered secondary structure, similar to the observations made for other peptide hormones in aqueous solution [178]. Bombesin, on the other hand, has been reported to adopt helical conformations between residues 4 to 10 on the basis of NMR experiments in the presence of 50% trifluoroethanol-water mixture [155-156, 179]. Additionally, circular dichroism (CD) studies of NMC, equivalent to the last 18-27 residues of GRP in the water-lipid environment suggest that the peptide in a polar medium exists as a very flexible structure, and to some extent α-helical in a non-polar medium [180]. Moreover, two dimensional (2D)-NMR experiments have demonstrated that NMC adopts two well defined turns after forming a complex with Ni(II) using its initial three N-terminus residues [169]. The first turn corresponds to the Ni(II) coordination ligands in a square planar conformation, and the second reveal the interaction between fourth residue (Tryptophan) and eighth residue (Histidine). Several experimental studies reveal that the peptides reproducing Ni(II)-protein coordination sites dramatically change their conformation upon metal ion complexation [181]. NMC, being shorter in size, is quite flexible to take on several different conformations making assessment of its bioactive conformation quite challenging. Therefore, despite having great biological and pathological significance
the unique native conformation of NMC has not to date been clearly elucidated on the basis of available spectroscopic results.

While experimental knowledge is essential for the understanding of effects of counterions on the structure and dynamical properties of proteins in solutions, theoretical studies involving computer simulations complement the experimental data. In particular, MD simulations provide detailed information on the fluctuations and conformational changes of proteins and nucleic acids, and are routinely used to investigate the structure, dynamics and thermodynamics of biological molecules and their complexes [182]. However, the sampling efficiency of MD simulations is severely hampered by the rugged energy surface of polypeptides, with small relative free energies separating native, folded protein conformations from unfolded states. In order to allow the MD simulation to escape the multi entrapment minima and explore a wider portion of the conformational space, enhanced sampling techniques have been developed. One of the most popular ones, Replica Exchange Molecular Dynamics (REMD), is a multicanonical sampling procedure based on running multiple parallel MD simulations or replicas of a system at increasing temperatures T1, T2, etc, allowing exchange of configurations between neighbouring replicas according to a certain probability of swapping [88, 183]. Thus, conformations are simulated at all temperatures and escape local minima with the kinetic energy provided at higher temperatures, while Boltzmann distributions are generated at all temperatures.

Recently, it was demonstrated that MD simulations employing the implicit continuous model of Generalized Born (GB) approximation in combination with AMBERff96 show faster and better efficiency to sample the conformational space [184]. However, the
disadvantage associated with these kinds of simulations is their inability to sample those conformations which are stabilized through intermolecular interactions with the solvent molecules, consequently enhancing more compact and bent structures. The present studies involve the conformational space search of NMC both under implicit and explicit water conditions using REMD as a sampling method. The selection of water environment for the current studies has been made on the basis of the expected direct binding of NMC to the protein receptor of the cell, as reported in the literature [169, 157]. Two additional MD simulations using (Langevin and Berendsen algorithms) were also performed using the Onufriev, Bashford, and Case (OBC) implicit water model [91]. The results obtained from MD simulations were compared with those obtained from REMD simulations. Finally, NMR results were employed to validate the present computational protocols.

5.2 Computational details

5.2.1 Replica Exchange Molecular Dynamics

An extended structure of NMC was generated using the leap module of AMBER 9.0 [92]. The N-terminal of peptide was protonated while the C-terminal was amidated. For implicit solvent REMD, the extended structure of the peptide was energetically minimized with a convergence criterion of 0.005 kcal mol$^{-1}$Å$^{-1}$. REMD was performed on the minimized structure of NMC using Onufriev, Bashford and Case (OBC) implementations based on the Generalized Born approximation [91]. The dielectric constant around the peptide (internal dielectric constant) was set to 1 and the external dielectric constant was set to 80, corresponding to water. Prior to the REMD simulation in an implicit solvent, standard MD simulations were performed for 5 ns at
different temperatures (200-900 K range) with a 100 K interval. In the present study, 12 replicas were used and the temperature of each replica was set at: 276, 300, 326, 354, 385, 419, 456, 497, 542, 591, 645, and 705 K. To determine the distribution of the target temperatures for the replicas, the system was equilibrated at twelve different temperatures from 200K to 900 K in 100K increments for 1 ns. From these calculations a polynomial of average energy as a function of the temperature $E(T)$, was obtained and used to compute the temperatures of the replicas using a swapping probability of 0.2 and setting a first replica at 300 K $[87b]$. The time step was set to 0.2 fs, and the SHAKE method was used to constrain all hydrogen atoms. The temperature during MD simulations was regulated by the Langevin thermostat $[139, 185]$. Each replica was simulated simultaneously and independently at different replica temperatures. The replica exchange was performed every 2 ps for 50,000 steps during the REMD simulations.

In the case of a REMD simulation in an explicit solvent, the extended conformation of NMC was solvated in a TIP3P water box consisting of 8894 atoms $[186]$. In order to mimic the physiological conditions a 0.2 M salt concentration was used. The system was then subjected to a minimization with 5000 initial steps of steepest descent followed by 10000 steps of conjugate gradient at constant volume. The energy minimization of this new system was completed when a convergence criteria of 0.001 kcal mol$^{-1}$Å$^{-1}$ was fulfilled. The minimized system was heated to 300 K at constant volume in 20 ps in 50 K increments. Subsequently, the system was equilibrated for the next 100 ps at a constant pressure using periodic boundary conditions (PBC). Eight standard MD simulations were performed thereafter at constant volume for 5 ns
in the range of temperatures 200-900 K with a gap of 100 K. Simulations were performed with PBC and the particle mesh Ewald (PME) method was used for the treatment of the electrostatic interactions [81]. A cutoff was set to 12 Å with a grid spacing of approximately 1 Å. The van der Waals interactions were truncated at 12 Å with a switching function from 10 to 12 Å.

Since the number of replicas needed to perform a REMD is proportional to the square root of the degrees of freedom of the system [87b], for REMD in the explicit water solvent, 44 replicas corresponding to the temperatures: 297.1, 300, 303, 306, 309.1, 312.2, 315.3, 318.5, 321.7, 325, 328.3, 331.7, 335.1, 338.6, 342.1, 345.7, 349.3, 353, 356.8, 360.6, 364.5, 368.4, 372.4, 376.5, 380.6, 384.8, 389.1, 393.4, 397.8, 402.3, 406.9, 411.6, 416.3, 421.1, 426, 431, 436.1, 441.3, 446.6, 452, 457.5, 463.1, 468.8, 474.6 K, were chosen with a condition to have a probability of an exchange of 20% with the mean potential energies obtained from standard MD simulations which are adjusted to a 3rd degree polynomial. REMD simulation was run with a 2 fs time step and SHAKE algorithm used to constrain all bonds to the hydrogen atoms. The replica exchange was performed every 2 ps for 25,000 steps during the REMD run. Coordinates were saved after each picosecond. The PTRAJ module in the AMBER program and the CLASICO program [135] were used to carry out the analysis of the results obtained from the simulations. The characterization of a β-turn profile for each of the trajectories was carried out using the procedure described by Corcho and coworkers [135].
5.2.2 Molecular Dynamics

Two MD simulations considering Langevin and Berendsen algorithms were performed at 300 K temperature using the GB approximation. The internal dielectric constant around the peptide was set at 1, while the external dielectric constant of 80 corresponding to water was employed. No cutoff was considered in these investigations. In order to mimic the physiological conditions a 0.2 M salt concentration was used. The SHAKE method was used to constrain the bonds involving hydrogen atoms with a time-step of 2 fs.

5.3 Results and Discussion

Figures 5.1a and 5.1b show the time series of temperature exchanges of NMC for the initial 100 steps of REMD\textsuperscript{implicit} and 50 steps of REMD\textsuperscript{explicit} trajectories, respectively. Clearly, a random walk in the ‘temperature space’ between low and high temperature was achieved in each case. Figures 5.1c and 5.1d, on other hand, shows the canonical probability distributions of the total potential energy along the REMD\textsuperscript{implicit} and REMD\textsuperscript{explicit} trajectories respectively, and reveal good overlaps between all neighbouring pairs of distributions suggesting good exchange of the potential energies between different replicas during the sampling process [79].
Figure 5.1 Time series of temperature exchange for (a) \text{REMD}^{\text{implicit}} (b) \text{REMD}^{\text{explicit}} and the canonical probability distributions of the total potential energy of NMC obtained from the (c) \text{REMD}^{\text{implicit}} at the twelve temperatures and (d) \text{REMD}^{\text{explicit}} at the forty four temperatures (only eighteen shown). The distributions in (c) and (d) correspond to the temperature ranges (from left to right): 276-705 K and 297.1-474.6 K, respectively.
In order to mimic the physiological temperature, the REMD trajectories (both for implicit solvent and explicit solvent) obtained only at 300 K were selected for the analysis. Figures 5.2a-b show the root-mean-square deviations (RMSD) of an initial 10 ns of REMD and MD trajectories respectively, monitored relative to the backbone atoms of starting structures. The RMSD values corresponding to the REMD$^{\text{explicit}}$ and MD$^{\text{Berend}}$ simulations are shown in black whereas those related to REMD$^{\text{implicit}}$ and MD$^{\text{Lang}}$ trajectories are displayed in red. Figures 5.2a-b clearly shows that RMSD values increase rapidly during the initial 50 ps suggesting initial folding steps of NMC in the trajectories. In case of REMD$^{\text{explicit}}$ these values oscillate between 3-5 Å clearly suggesting its structural equilibrium, in contrast to the higher fluctuations (3-9 Å) observed in the REMD$^{\text{implicit}}$ trajectory. RMSD comparison of MD trajectories (Figure 5.2b), on other hand, reveals that most of the sampled conformations are quite flexible and oscillate between 1-9 Å throughout the length of these simulations. RMSD values obtained from the MD$^{\text{Berend}}$ were found to be slightly higher than the MD$^{\text{Lang}}$ in most parts of its trajectory, implying that majority of the conformations (RMSD >1 Å, Figure 5.2b) obtained from MD trajectories are different from the starting structures. To some extent, conformations (RMSD <1 Å) closer to the starting structures were also sampled at certain intervals making their efficiency less effective in comparison to the REMD trajectories. The restricted movement of the peptide in the case of the explicit solvent REMD could probably be attributed to the physical presence of water molecules resulting in less fluctuation (Figure 5.2a, in black).
Figure 5.2 Root mean square deviations (backbone-backbone) of NMC from the starting structure in case of (a) REMD$^{\text{implicit}}$ in red and REMD$^{\text{explicit}}$ in black, (b) MD$^{\text{Lang}}$ in red and MD$^{\text{Berend}}$ in black, obtained at 300K.
The sampling efficiency of MD and REMD simulations were monitored for the different patterns of NMC attained during the progress of each trajectory. The patterns basically represent the structures classified on the basis of the type of conformational motifs present [135]. For this purpose, pattern profiles were computed for every snapshot in each of the trajectories using the CLASICO program [135], and are depicted in Figure 5.3. After 100000 snapshots of REMD$^{\text{implicit}}$ (Figure 5.3a) and 50000 snapshots of REMD$^{\text{explicit}}$ (Figure 5.3b) trajectories, 3206 and 1774 new patterns respectively were obtained. Similarly, 3565 and 7981 different patterns were identified for 200000 snapshots of MD$^{\text{Lang}}$ (Figure 5.3c) and MD$^{\text{Berend}}$ (Figure 5.3d) trajectories respectively. The percent efficiency of these trajectories in terms of generating new patterns were REMD$^{\text{explicit}}$ (3.6%), MD$^{\text{Berend}}$ (3.4%), REMD$^{\text{explicit}}$ (3.2%) and MD$^{\text{Lang}}$ (1.8%). A closer inspection of Figure 5.3 reveals that new patterns are generated in a regular fashion throughout the length of the REMD trajectories (Figures 5.3a-b), whereas in case of MD (Figures 5.3c-d), the peptide conformations seems to get trapped (dark areas) in regions of the conformational space at certain intervals suggesting their restrictive nature to explore the new patterns.
Figure 5.3 Evaluation of new patterns along the trajectories for the NMC in (a) REMD$^{\text{implicit}}$ (b) REMD$^{\text{explicit}}$ (c) MD$^\text{Lang}$ and (d) MD$^\text{Berend}$ trajectories obtained using the CLASICO program [135]. Dark areas represent trapped conformations of NMC in the configurational space.
The structures obtained from all the MD and REMD trajectories at 300 K were analyzed to determine the conformational motifs attained by the NMC peptide, using the CLASTERIT algorithm of the CLASICO program [135]. The statistics of all the motifs found in the peptide for each residue are depicted in Figures 5.4a–d. The secondary structure motifs appear almost from the beginning of each of the trajectories. The conformational motifs obtained in the REMD_{implicit} trajectory (Figure 5.4a), shows the predominance of a \( \beta \)-turn type I between residues 4 and 6 with a lower propensity of type III between residues 6 and 9. To some extent, \( \beta \)-turn type II was also observed between residues 6 and 7 in some of the conformations sampled. Figure 5.4b shows the profile obtained in the REMD_{explicit} trajectory where the peptide exhibits predominantly \( \beta \)-turns type I with higher propensity between residues 4 and 9 and a lower propensity between residues 2 and 3. To some extent, \( \beta \)-turn type I (mirror conformation of \( \beta \)-turn type I) was also found between residues 4 and 5. In the case of MD_{Lang} (Figure 5.4c), the peptide adopts type-I \( \beta \)-turns between residues 4 and 9, with a higher propensity between residues 4 and 7 and lower propensity between residues 7 and 9. Some conformations showing \( \beta \)-turn type III between residues 5 to 9 were also sampled in the MD_{Lang} trajectory. Finally, the structures exhibiting \( \beta \)-turn type I predominantly between residues 3 and 9 along with lower propensity flanked by residues 2, 3 and 7-9 were sampled in MD_{Berend} (Figure 5.4d) trajectory. The percentage order of \( \beta \)-turns adopted by the peptide in the different protocols used is REMD_{explicit} (85%) > REMD_{implicit} (48%) > MD_{Berend} (46%) > MD_{Lang} (35%) while the percentage order of helicity flanked by residues 4 to 10 is MD_{Lang} (12.2%) > MD_{Berend} (13.1%) > REMD_{implicit} (10.1%) > REMD_{explicit} (3.2%).
Figure 5.4 Conformational motif abundance attained by NMC peptide in (a) REMD$^{\text{implicit}}$, (b) REMD$^{\text{explicit}}$, (c) MD$^{\text{Lang}}$, and (d) MD$^{\text{Berend}}$ trajectories. Types of β-turns were defined according to table 3.2 [135].
Overall these results reveal that NMC peptide adopts predominantly β-turns type I conformations, irrespective of the method and environment used for the simulations. The current results also demonstrate that the energy barrier between the folded and helical conformers is small resulting in a population of most of the trajectories with both secondary motifs. The observed conformational behaviour of NMC in the current investigations is consistent with those characterized using experimental results reported in the literature [169, 180].

Hydrogen bonding is known to play an important role in determining the three-dimensional structures adopted by proteins and nucleic bases. In these macromolecules, bonding between parts of the same macromolecule cause it to fold into a specific shape, which helps to determine the molecule’s physiological or biochemical role. In view of the significance of H-bonding in peptides and proteins, H-bond analysis has been performed on the conformational profile of NMC obtained from the different trajectories and secondary structures were accordingly characterized. Figures 5.5a-b and Figures 5.6a-b show the appearance of H-bond during the progress of simulation in the REMD$^{\text{implicit}}$, REMD$^{\text{explicit}}$, MD$^{\text{Lang}}$ and MD$^{\text{Berend}}$ trajectories, respectively. Table 5.1 illustrates the type of interactions and indicates the existence percentage of the conformations in different simulations; and identifies the type of secondary structures adopted by the conformations of NMC. The first specified percentage value, regardless of where it starts from, of each trajectory in Table 5.1 corresponds to the first H-bond distance displayed in Figures 5.5a-b and 5.6a-b. A closer inspection of Figure 5.5a reveals that NMC, in REMD$^{\text{implicit}}$ trajectory,
adopts some helical conformations stabilized by two hydrogen bonds between residues 3 and 7, and 5 and 9 (Table 5.1).

Figure 5.5 Progress of hydrogen bonds (Table 5.1) monitored between important residues for NMC in (a) REMD$^\text{implicit}$ and (b) REMD$^\text{explicit}$ trajectories. Secondary structures, $\alpha$-helix, $\pi$-helix, $\gamma$-turn, $\beta$-turn, reverse turn and loop, are assigned in terms of hydrogen bond interactions between $i$ to $i+4$, $i$ to $i+5$, $i$ to $i+2$, $i$ to $i+3$, $i+n$ ($n > 2$) to $i$ and $i$ to $i+n$ ($n > 3$) residues, respectively in the peptide [14-16].
Figure 5.6 Progress of hydrogen bonds (Table 5.1) monitored between important residues for NMC in (a) MD$^{\text{Lang}}$ and (b) MD$^{\text{Berend}}$ trajectories. Secondary structures, $\alpha$-helix, $\pi$-helix, $\gamma$-turn, $\beta$-turn, reverse turn and loop, are assigned in terms of hydrogen bond interactions between i to i+4, i to i+5, i to i+2, i to i+3, i+n (n >2) to i and i to i+n (n >3) residues, respectively in the peptide [14-16].
However, most of the conformations in this trajectory exist preferably in the form of reverse turns and loops (Table 5.1). NMC conformations showing two $\beta$-turns between residues 3 and 6, and 4 and 7 were also sampled in this trajectory. REMD$^{\text{explicit}}$ (Figure 5.5b, Table 5.1), on other hand, sampled favourably those conformations which have a higher content of $\beta$, $\gamma$ and reverse-turns in their structures and were flanked by residues 2 and 10. To some extent, conformations showing $\alpha$-helical regions between residues 3 to 7 and 6 to 10 were also sampled in this trajectory. The secondary structures obtained in MD$^{\text{Lang}}$ (Figure 5.5a) and MD$^{\text{Berend}}$ (Figure 5.5b) trajectories involved $\alpha$-, $\pi$-helices, $\beta$-, $\gamma$- and reverse turns, and loops (Table 5.1) more or less in equal proportions. The helical conformations sampled in these trajectories show $\alpha$-helical regions between 3 to 7, 5 to 9 and 6 to 10 residues (Table 5.1). The $\pi$-helical region was flanked by residues 4 to 9 and 5 to 10 in some of the conformations in these trajectories (Table 5.1). In addition, some conformations showing side chain-main chain interactions between imidazolic-hydrogens of residue 3 and the backbone nitrogen of residue 5, observed in the rest of the simulations, were also sampled in this trajectory (Table 5.1). Similar kinds of interactions involving the imidazolic hydrogen of residue 8 and backbone nitrogen of residue 10 were observed in the rest of the trajectories excluding REMD$^{\text{implicit}}$. The number of hydrogen bonds (>1%) appearing in the investigated protocols follows the order: REMD$^{\text{explicit}}$ (26) > MD$^{\text{Lang}}$ (18) = MD$^{\text{Berend}}$ (18) > REMD$^{\text{implicit}}$ (16), clearly suggesting the better efficiency of REMD$^{\text{explicit}}$ to sample stabilized conformations.
Table 5.1 Secondary structures observed due to backbone-backbone hydrogen bond interactions and their percentages in different trajectories for NMC [14-16].

<table>
<thead>
<tr>
<th>Donor-acceptor</th>
<th>2° structure</th>
<th>Remd_{explicit} (%)</th>
<th>Remd_{implicit} (%)</th>
<th>GB_{Lang} (%)</th>
<th>GB_{Berend} (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2O...6N</td>
<td>α-helical</td>
<td>1.0</td>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>3O...7N</td>
<td>α-helical</td>
<td>4.0</td>
<td>10.1</td>
<td>10.1</td>
<td>1.5</td>
</tr>
<tr>
<td>5O...9N</td>
<td>α-helical</td>
<td>0.8</td>
<td>---</td>
<td>3.0</td>
<td>9.0</td>
</tr>
<tr>
<td>6O...10N</td>
<td>α-helical</td>
<td>3.2</td>
<td>---</td>
<td>0.4</td>
<td>6.0</td>
</tr>
<tr>
<td>4O...9N</td>
<td>π-helical</td>
<td>---</td>
<td>---</td>
<td>0.5</td>
<td>2.5</td>
</tr>
<tr>
<td>5O...10N</td>
<td>π-helical</td>
<td>0.3</td>
<td>6.5</td>
<td>1.1</td>
<td>4.5</td>
</tr>
<tr>
<td>1O...4N</td>
<td>β-turn</td>
<td>4.2</td>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>10O...4N</td>
<td>β-turn</td>
<td>5.1</td>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>2O...5N</td>
<td>β-turn</td>
<td>10.1</td>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>3O...6N</td>
<td>β-turn</td>
<td>6.5</td>
<td>5.1</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>4O...7N</td>
<td>β-turn</td>
<td>20.5</td>
<td>4.9</td>
<td>9.5</td>
<td>10.2</td>
</tr>
<tr>
<td>6O...9N</td>
<td>β-turn</td>
<td>7.0</td>
<td>---</td>
<td>7.2</td>
<td>8.7</td>
</tr>
<tr>
<td>7O...10N</td>
<td>β-turn</td>
<td>3.4</td>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>2O...4N</td>
<td>β-turn</td>
<td>1.5</td>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>3O...5N</td>
<td>γ-turn</td>
<td>8.5</td>
<td>---</td>
<td>---</td>
<td>6.2</td>
</tr>
<tr>
<td>4O...6N</td>
<td>γ-turn</td>
<td>5.1</td>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>5O...7N</td>
<td>γ-turn</td>
<td>2.2</td>
<td>10.2</td>
<td>4.0</td>
<td>3.8</td>
</tr>
<tr>
<td>7O...9N</td>
<td>γ-turn</td>
<td>2.4</td>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>8O...10N</td>
<td>γ-turn</td>
<td>2.2</td>
<td>---</td>
<td>2.5</td>
<td>4.1</td>
</tr>
<tr>
<td>7O...4N</td>
<td>Reverse turn</td>
<td>---</td>
<td>2.5</td>
<td>2.3</td>
<td>3.2</td>
</tr>
<tr>
<td>9O...5N</td>
<td>Reverse turn</td>
<td>---</td>
<td>3.8</td>
<td>2.8</td>
<td>2.5</td>
</tr>
<tr>
<td>9O...7N</td>
<td>Reverse turn</td>
<td>---</td>
<td>3.2</td>
<td>1.8</td>
<td>1.1</td>
</tr>
<tr>
<td>8O...2N</td>
<td>Reverse turn</td>
<td>1.5</td>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>8O...5N</td>
<td>Reverse turn</td>
<td>---</td>
<td>4.2</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>1O...7N</td>
<td>Reverse turn</td>
<td>1.3</td>
<td>10.8</td>
<td>2.3</td>
<td>7.1</td>
</tr>
<tr>
<td>1O...5N</td>
<td>Reverse turn</td>
<td>1.1</td>
<td>2.8</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>1O...2N</td>
<td>Reverse turn</td>
<td>2.0</td>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>1O...9N</td>
<td>Loop</td>
<td>4.1</td>
<td>5.6</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>2O...9N</td>
<td>Loop</td>
<td>---</td>
<td>2.8</td>
<td>2.9</td>
<td>2.5</td>
</tr>
<tr>
<td>2O...10N</td>
<td>Loop</td>
<td>---</td>
<td>1.5</td>
<td>1.1</td>
<td>2.5</td>
</tr>
<tr>
<td>3O...10N</td>
<td>Loop</td>
<td>1.3</td>
<td>4.5</td>
<td>0.5</td>
<td>---</td>
</tr>
<tr>
<td>3ND1...5N</td>
<td>Side chain interaction</td>
<td>14.0</td>
<td>7.8</td>
<td>3.4</td>
<td>3.5</td>
</tr>
<tr>
<td>8ND1...10N</td>
<td>Side chain interaction</td>
<td>1.3</td>
<td>---</td>
<td>1.2</td>
<td>2.4</td>
</tr>
</tbody>
</table>

Since the computational analysis described above only provides the information about the average structure of NMC peptide, a direct comparison of the performance of the different protocols used to describe the peptide folding process with the reported NMR experiments [169] was thought to be an accurate approach. Since the
intensities of NMR NOE’s has an inverse relation with the six power of distance between atoms [187], it was thought worthwhile to perform a comparison of those with the distances measured in the computations. Due to the non-availability of experimental NMR distances for NMC, it was thought equally important to use those reported for the NMC-Ni(II) complex [169] as these distances only considers residues 4 to 9 of NMC excluding those participating in the complexation with Ni(II). Since reported biological activity of bombesin and GRP peptides resides in their C-terminal residues, the utilization of NMR NOE’s, which includes middle and C-terminal residues of NMC (uncomplexed segment of NMC), with the present computational results was also thought to be another significant reason for this comparison. Accordingly, the CLASTERIT algorithm of the CLASICO program [135] was used to compute average distances, corresponding to the NMR NOE’s [169], between atoms for each of the different trajectories investigated in the present studies. Only 95% of the structures for each of the trajectories were considered for these calculations and they were assumed to exhibit a normal distribution. The results obtained from both MD and REMD trajectories were compared with NMR results by computing the overlaps between reported NMR distances and those computed from the present studies, as depicted in Figures 5.7 and 5.8. These overlapping results involve the comparison of both long distances (i to i+2 type interactions) and short distances (i to i+1 type interactions) between the atoms.
Figure 5.7 Comparison of NMR derived long distances (i to i+2) obtained from Gasmi et al. [169], shown in orange and the average with the distance interval containing 95% of the structures for (a) REMD$^{\text{explicit}}$ (b) REMD$^{\text{explicit}}$ (c) MD$^{\text{Lang}}$ and (d) MD$^{\text{Berend}}$ trajectories.
Figure 5.8 Comparison of NMR derived short distances (i and i to i+1) obtained from Gasmi et al. [169], shown in orange and the average with the distance interval containing 95% of the structures for (a) REMD$^{\text{implicit}}$ (b) REMD$^{\text{explicit}}$ (c) MD$^{\text{Lang}}$ and (d) MD$^{\text{Berend}}$ trajectories.
Specifically, Figure 5.7a reveals that distances calculated from REMD$^{\text{implicit}}$ trajectory have no agreement with the NMR results clearly suggesting the absence of NMR structures in the trajectory. REMD$^{\text{explicit}}$ (Figure 5.7b), MD$_{\text{Lang}}$ (Figure 5.7c) and MD$_{\text{Berend}}$ (Figure 5.7d) trajectories, on other hand, shows good overlapping of the calculated distances with the NMR results although the extent of overlap in MD structures was comparatively low. Similarly, a closer inspection of Figure 5.8 shows that of the 17 reported short NMR distances, there is a good agreement in 9 for those computed from the trajectory REMD$^{\text{implicit}}$, 16 for the trajectory REMD$^{\text{explicit}}$, 16 for the trajectory MD$_{\text{Lang}}$, and 16 for trajectory MD$_{\text{Berend}}$, respectively. The elongation of computed distances suggests that structures are in a dynamic equilibrium between ordered and unordered forms during the simulations.

5.4 Conclusions

The results obtained reveal that the peptide has a tendency to attain folded, unfolded and helical conformations, probably due to the low energy barrier between them, and therefore accounts for the higher flexibility of NMC. REMD$^{\text{explicit}}$ on the other hand samples preferably folded conformations with a higher content of turns ($\beta$ and $\gamma$) and does not promote helicity to a considerable extent. Overall, comparison of the results obtained in the present work using different computational protocols suggests that the majority of the motifs of the NMC peptide adopt preferably folded conformations (turns) as compared to the helical form. Moreover, the four simulations performed produce different patterns of the configurational space sampled (Figure 5.3). Thus, both REMD$^{\text{explicit}}$ and REMD$^{\text{implicit}}$ simulations samples the space with new conformations appearing in a regular fashion, whereas MD trajectories (MD$_{\text{Lang}}$ and
MD$^{\text{Berend}}$ were observed to get trapped in different regions of the conformational space. The sampling results obtained from the different trajectories were compared with the reported experimental 2D-NMR results performed on NMC in the presence of Ni(II) metal. In particular, REMD$^{\text{explicit}}$ provides a better agreement to the long and short range distances. Our results suggest that REMD under explicit solvent conditions is better than the rest of the simulations in terms of their efficiency, and compared favorably with the experimental NMR data. Moreover, these results compliment the work of Sarkar and co-workers [169], where they have reported the role of NMC as a Cu(II) and Ni(II) transporter in the central nervous system on the basis of NMR experiments. Hence, the present work provides comprehensive information about the conformational preferences of NMC, which could assist to better understand its native conformation and pave the way towards developing new antagonists.
In this chapter, molecular dynamics (MD) replica exchange molecular dynamics (REMD) methodologies were employed to explore the conformational profile of neuromedin B (NMB), a structural analogue of bombesin and NMC. In addition, the simulated annealing (SA) method has been performed and the results were analyzed by cluster analysis. Comparison of the results obtained from these simulations indicates that the peptide has a tendency to attain both β-turns and α-helical conformations regardless of the simulation protocols used. Moreover, the REMD results compared favorably with the corresponding NMR data of NMB reported in the literature.

6.1 Introduction

Neuromedin B (NMB) [174], which belongs to the ranatensin subfamily of bombesin-like peptides [188], was first isolated from porcine spinal cord, that exhibits various biological functions in the central nervous system and gastrointestinal tracts including thermoregulation [62], stimulation of the secretion of the gastrointestinal hormones [189], the regulation of smooth muscle contraction [190], and the ability to function as a growth factor in small cell lung cancer cells and murine 3T3 cells [191]. Bombesin-like peptides share similar amino acid sequences in their amidated C-terminal regions and these amino acids are thought to play an important role in the binding of their receptors, which are responsible for their related pharmacological effects. NMB exerts its effect presumably by binding to the cell surfaces [192]. There are three
known mammalian bombesin receptor subtypes viz., the neuromedin B receptor (NMB-R or BB1) [193], the gastrin-releasing peptide receptor (GRP-R, or BB2) [194], and bombesin receptor subtype 3 (BRS-3, or BB3) [195]. Despite sharing a sequence of 50% similarity, these three subtypes are pharmacologically distinct. NMB binds to the NMB-R with the highest affinity, GRP-R with a lower affinity and BRS-3 the lowest affinity [196].

Diverse spectroscopic studies of NMB having the sequence GNLWATGHFM-NH₂ in NMR [197], Infrared (IR) [198], Circular Dichroism (CD) and Fluorescence spectroscopy [199] are widely reported in the literature. A recent study of the structure activity relationship (SAR) of bombesin (Glp-Gln-Arg-Leu-Gly-Asn-Gln-Trp-Ala-Val-Gly-His-Leu-Met-NH₂) using an alanine scan, a technique used to determine the contribution of specific residues to a protein's function by mutating the residues to alanine, [200] suggested that Trp⁴, His⁸ and Leu¹² residues corresponding to Trp⁴, His¹² and Phe⁹ respectively in NMB, are important for the binding to the NMB receptors [201]. Erne and Schwyzer [198] suggested that in the phospholipids bilayer NMB adopts α-helical conformation in the C-terminal region based on IR studies on NMB. Recent studies have demonstrated that small peptides are able to exist in a dynamic equilibrium between folded and unfolded structures, depending on the solvent polarity and their interaction with the membrane phase [202]. In aqueous solutions small peptides are known to adopt many conformations since the hydrogen bond formation between the polar backbone carbonyl and the amide groups and water solvent effectively competes with an intramolecular hydrogen-bond formation [202-203]. Eugenia et al. [199] suggested that, based on circular dichroism,
fluorescence and molecular dynamics studies, NMB adopts an \( \alpha \)-helical structure in an apolar environment. However, in aqueous solution NMB adopts unordered and very flexible structures. In vacuum 50\% [199] of the structures of NMB are helix-like, with a right-handed chirality beginning from the tryptophan residue through to the C terminus and was found to be independent of the initial conformation. Moreover, two-dimensional (2D) nuclear magnetic resonance (NMR) studies of NMB suggest that the peptide adopts a relaxed helical conformation from Trp\(^4\) to Met\(^{10}\) in a 50\% aqueous trifluoroethanol (TFE) solution, and in 150 mM sodium dodecyl sulfate (SDS) micelles. Several reports also suggested that there might be a conformational change to a \( \beta \)-turn type structure upon binding to the receptor [204].

Despite being remarkably vital, spectroscopic methods alone cannot provide all the structural details necessary to fully understand the conformational profile of the peptides in solution due to the flexibility of these molecules. Computational studies on the other hand, can provide detailed complementary information about the intrinsic conformational features of the peptide. The methodologies available nowadays to investigate the propensities of a peptide to adopt different conformations are solid enough to provide a reasonable picture of the conformational features of a peptide and the way the solvent affects them. Despite having its imperative role as a growth factor in small lung cancer cells, no bioactive conformation of NMB has been elucidated on the basis of available experimental and computational techniques. Accordingly for the purposes of this study, only a short molecular dynamics (MD) simulation of 300 ps on NMB under implicit solvent conditions has been reported.
Previous studies have demonstrated that long enough MD simulations represent an adequate tool to obtain the folded conformation of a peptide in solution. Although, an accurate description of the solvent environment is essential for realistic biomolecular simulations, it is always found to be computationally expensive. Recently, Generalized Born surface area implicit solvent models have been used in bimolecular simulations. This methodology has become popular, especially in molecular dynamics applications due to its relative simplicity and computational efficiency, compared to the more standard numerical solution of the Poisson–Boltzmann (PB) equation. Recent modifications to the standard GB implementations extend its applicability to the entire range from low- to high dielectric environments and thus play an imperative role to reproduce the environment induced by different explicit solvents.

In this study we investigate the folding of NMB in implicit water using longer MD and REMD methodologies, starting from an extended configuration. Both implicit solvent simulations were carried out using Generalized Born (GB) approximation since the GB models treat the solvent as a dielectric continuum, as reported in literature. Specifically, the Onufriev, Bashford, and Case (OBC) implicit water model has been employed for the current investigations as this solvent model in combination with AMBERff96 is reported to generate a better extent of the helices and β-sheet conformations in peptides. The significance of the REMD simulations for the current investigation enhances the sampling of conformations, owing to their frequent switching of simulation temperatures between a number of concurrent simulations. Simulated annealing (SA) as an additional method has also been employed to
sample the low energy conformations attained by NMB peptide in implicit water, using
the Onufriev, Bashford, and Case (OBC) continuum solvent model [91].

6.2 Computational Methods

6.2.1 Replica Exchange Molecular Dynamics (REMD)

The linear sequence of NMB (GNLWATGFM-NH₂) was constructed using the leap
module of AMBER 9 [92] with the N-terminal protonated and C-terminal amidated.
The extended structure of NMB was minimized when a convergence criterion of
0.005 kcal mol⁻¹ Å⁻¹ was reached. REMD was then performed on the minimized
structure using the Generalized Born implicit solvent model (solvent dielectric
constant 78.5, surface tension 0.005 cal/molÅ² [207]) was used to model the effects
of solvation [208]. The internal dielectric constant around the peptide was set to 1.
The SHAKE algorithm with a relative geometric tolerance of 10⁻⁵ was used to
constrain all bond lengths to their equilibrium distances. Prior to the REMD
simulations, standard MD simulations were performed for 5 ns at a range of different
temperatures (200-900 K), with a temperature difference of 100 K. In the present
study, twelve replicas were used and the temperature of each replica was set at: 277,
300, 326, 354, 385, 419, 457, 498, 544, 595, 651, and 713 K, with a time step of 0.2
fs. The temperature during the MD simulations was regulated by the Langevin
thermostat [185]. Each replica was simulated simultaneously and independently at
different replica temperatures. The replica exchange was performed every 2 ps for
50,000 steps during the REMD simulations.
6.2.2 Molecular Dynamics (MD)

MD trajectory was undertaken using the Generalized Born (GB) approximation at 300 K employing the Langevin coupling algorithm. Internal dielectric constant around the peptide was set to 1, while the external dielectric constant of 80 corresponding to water was employed. In order to mimic the physiological conditions a 0.2 M salt concentration was used. SHAKE was used on all bonds involving hydrogen atoms with a time-step of 2 fs.

6.2.3 Simulated Annealing (SA)

The extended conformation of NMB peptide was energy minimized using the steepest descent method followed by a conjugate gradient method until a convergence of less than 0.001 kcal mol\(^{-1}\) Å\(^{-1}\) between successive steps was achieved using the SANDER module of AMBER 9 [92]. The SA calculation was performed under implicit solvent conditions using the GB-OBC continuum solvent model [91]. For this purpose, all electrostatic calculations throughout this study were done with the relative permittivity of 80. The minimized starting structure was heated up to 900 K at a rate of 100 K ps\(^{-1}\). This means that the structure was first heated to 200 K, allowed to equilibrate and then reheated to 300 K, and this heating process was repeated until a temperature of 900 K was reached. The use of this high temperature was to provide the molecules with sufficient kinetic energy to enable them to cross energy barriers between different conformations, as quickly as possible. At this point the structure was slowly cooled from 900 K down to 200 K at a rate of 50 K ps\(^{-1}\). In this technique the system was cooled down at regular time intervals, by decreasing the simulation temperature from 900 K to 200 K in intervals...
of 50 K. As the temperature approaches 200 K the molecule is trapped in the nearest local minimum conformation. At the end of the annealing cycle, the geometry of the structure was minimized at 200 K, in order to remove the internal strain of the molecule. Information regarding the coordinates and minimized energy data at 200 K is saved separately on a data file, which completes a single cycle of simulated annealing. Subsequently the optimized structure was used as the starting conformation for the next cycle of SA. In this case, 8000 cycles of iterative simulated annealing resulted in a library of 8000 structures being accumulated, were ranked according to their energy values. The primary objective of a conformational analysis is the identification of low energy structures, and this forms an important part of understanding the relationship between the structure and the biological activity of a molecule. The biological activity of a drug molecule depends on a single unique conformation hidden amongst all the low energy conformations [209]. The search for this so-called bioactive conformation for sets of compounds is one of the major tasks in medicinal chemistry. Only the bioactive conformation can bind to the specific macromolecular environment at the active site of the receptor protein [210]. An understanding of the manipulation of the conformational structures of peptides using highly restricted segments ultimately leads to the design of bioactive peptides to fit the three dimensional receptor site requirements. In the identification of low energy structures, the SA strategy employed is widely used in the characterization of low energy conformations [209], and the following protocols were used. Firstly, the structures were rank-ordered by energy every 100 cycles and checked for uniqueness. The efficiency of this process was monitored according to the equation:
\[ \lambda(N) = \frac{\xi(N)100}{N\xi(100)} \]

The efficiency parameter, \( \gamma \), was computed every 100 cycles of SA, which is defined as the number of unique conformations, \( \xi \), found after N cycles of SA, \( \xi(N) \), divided by N, and adjusted by a coefficient so that the efficiency parameter is unity after the first 100 cycles performed, which completes the criterion of the iterative process [211]. The procedure was terminated in all cases when the calculated efficiency of the process, \( \gamma \) was at least 10% below the starting value. The evolution of this parameter was monitored along the conformational profile, for the peptide.

6.3 Results and discussion

6.3.1 MD and REMD

Thermodynamic profiles shown in Figures 6.1a-b were used to monitor the quality of the MD trajectory, and reveals that the simulation is relatively stable over the 200 ns of MD trajectory. The potential energy fluctuating around -225 kcal mol\(^{-1}\) is shown in red, while the kinetic energy oscillating around -100 kcal mol\(^{-1}\) is shown in black in Figure 6.1a. On other hand, the time series of temperature exchanges (Figures 6.1c) of NMB for the initial 100 steps of REMD trajectory revealed that a random walk in the ‘temperature space’ between low and high temperature was realized in each case.
Figure 6.1 Trends of (a) energies (potential energy in red and kinetic energy in black) and (b) temperature during MD run. Time series of temperature exchange (c) for initial 100 steps of REMD, and the canonical probability distributions of the total potential energy (d) of NMB obtained from REMD simulation at twelve temperatures.
The canonical probability distributions of the total potential energy depicted in Figures 6.1d along the REMD trajectory reveal the overlap between all the neighbouring pairs of distributions, suggesting their efficient performance.

Figures 6.2a and 6.2b show the root-mean-square deviations (RMSD) of 200 ns of MD and 100 ns of REMD trajectories respectively, monitored relative to the backbone atoms of starting structures. Specifically the RMSD (Figure 6.2a) shows considerably higher fluctuations (between 1-10 Å) clearly indicating a rapid equilibrium between folded and unfolded structures. These results also suggest that the conformations closer (RMSD ~ 1 Å) to the starting structures are regularly sampled at different intervals of the MD trajectory. RMSD comparison of REMD trajectory (Figure 6.2b), on other hand, reveals that most of the sampled conformations are different from the starting structure and oscillate mostly between 3-8 Å during the course of the trajectory. Overall, these results imply that the conformational energy barrier between different conformations is probably small and account for the high flexibility of the NMB peptide observed in both the MD and REMD trajectories.
Figure 6.2 Root mean square deviations (backbone-backbone) of NMB from the starting structure in case of (a) MD and (b) REMD trajectories.
The sampling efficiency of MD and REMD trajectories were monitored by establishing different conformational patterns attained by NMB during the progress of the simulations. For this purpose, the CLASICO program [135] was used to compute the pattern profile for every snapshot of MD and REMD trajectories, and is depicted in Figures 6.3a and 6.3b respectively. Accordingly, 105439 (52.7%) patterns (Figure 6.3a) were obtained for 200000 snapshots of MD whereas 68753 (68.7%) patterns (Figure 6.3b) were identified for 100000 snapshots of REMD trajectory. These plots provide a broad estimation of the performance of the different protocols in sampling new patterns. A closer inspection of Figure 6.3a reveals that new patterns were sampled in a steady manner during the initial 10 ns of the trajectory suggesting probably the initial folding process of the peptide. A sharp increase in the number of new patterns was observed after 10 ns and remained in the same rate for the next 5 ns after which new patterns were sampled in a slow but constant manner until the end of the trajectory. However, the peptide conformations seem to get trapped (dark areas) in regions of the conformational space at certain intervals clearly suggesting its restrictive nature to explore the new patterns. In the case of REMD (Figure 6.3b), new patterns were sampled from the start of the simulation and progressed in a uniform fashion during the evolution of the trajectory. Moreover, the presence of a less dark region in the plot (Figure 6.3b) reveals that new patterns were explored with less restriction, clearly suggesting a better sampling performance of REMD over MD. Moreover, convergence seems to be attained in the case of REMD after 100 ns as the appearance of new patterns were almost negligible at the end of the trajectory.
Figure 6.3 Evaluation of new patterns for the NMB in (a) MD and (b) REMD trajectories.
Secondary structure analysis was performed for every snapshot of the MD and REMD trajectories using the CLASICO program. Figures 6.4a-b represents the statistics of the conformational motifs for each residue of the NMB peptide in MD and REMD trajectories, respectively. Figure 6.4a shows the classification of secondary structures obtained in MD trajectory where the peptide exhibits predominantly β-turns (~25%) between residues 3 to 9 with a stronger propensity between residues 5 and 6. Additionally, an α-helical region (4-5%) flanked by residues 3 to 6 were also observed in some of the sampled structures (Figure 6.4a) with the complete absence of 3_10-helical conformations. To some extent β-strands (2-3%) in a region between residues 2 to 6 were also found in some of the conformations. The REMD protocol (Figure 6.4b) on other hand, was more efficient at inducing β-turns (~33%) in the sampled conformations flanked by residues 2 to 9 with a higher percentage between residues 5 and 6. The second major conformational motif attained by the structures sampled in the REMD trajectory was the α-helical region (8-10%) flanked by residues 3 to 9 with a higher propensity between residues 3 to 6. All the α-helical conformations were observed to be right-handed, and to a minor extent conformations exhibiting the 3_10-helical region between residues 4 to 6 were also obtained (Figure 6.4b). Structures with β-strands between residues 2 to 6 were also observed in REMD trajectory.

The β-turn motifs attained by residues of the NMB peptide were further classified into different types using a two-residue window of the CLASICO program [135], and are depicted in the Figures 6.4c-d. The motifs obtained in the MD trajectory (Figure 6.4c), shows the predominance of a β-turn type I between residues 4 and 9 with a higher
propensity of the type II between residues 6 and 7. To some extent β-turn type III
(3_{10}-α helix) was also observed between residues 3 to 9, with a higher percentage
between residues 5 and 6, and a lower percentage between residues 3 to 4 and 7 to
9. In addition, β-turn type II (mirror conformation of β-turn type II) was also observed
between residues 5 to 8 (Figure 6.4c). The conformations obtained from the REMD
trajectory attain preferably a β-turn type I between residues 3 to 9 with a stronger
propensity between residues 3 to 6 (Figure 6.4d). Structures displaying β-turn type III
(3_{10}-α helix) flanked by residues 3 to 9, with a stronger propensity between residues 5
and 6 were also sampled in the REMD trajectory. As mentioned before, the CLASICO
program does not include the first and last residues of the peptide in the secondary
structure calculations and this account for the absence of any of secondary structural
features in Figures 6.4a-d.
Figure 6.4 Motif abundance for NMB in (a) MD and (b) REMD trajectories. Conformational motifs are labeled: H (α-helix), PI (π-helix), PP2 (polyproline II), Ext (extended), S (β-strand) [135]. Type of β-turns attained by NMB peptide in (c) MD and (d) REMD trajectories.
Since the computational analysis described above provides an estimation of the average structure of NMB, it was considered worthwhile to compare the results of the different protocols with the reported NMR experiments [197].

The average distances corresponding to the NMR NOE’s [197] were computed using the CLASTERIT algorithm [135] of the CLASICO program. The overlaps between the distances obtained from NMR experiments and those computed from the present studies are depicted in Figures 6.5a-d. These overlapping results compare both long distances (i to i+2 and i to i+ 3 type interactions) and short distances (i to i+1 type interactions) between the atoms. Specifically, Figure 6.5a reveals that only 12 long distances (LD) in the case of MD are in agreement with the corresponding NMR distances [197], and clearly suggests the absence of NMR structure in this simulation, as, only the LD accounts for the secondary structures. A good agreement of short distances (SD) in the case of MD (Figure 6.5c) does not make any contribution in the helicity. On the other hand, all computed LD (Figure 6.5b) and SD (Figure 6.5d) from the REMD trajectory corresponds to the NMR distances clearly revealing the presence of NMR structure. However, elongation of the computed distances (Figures 6.5b and 6.5d) clearly reveals the rapid exchange between NMR and the unordered structures in this segment of the trajectory. Overall these results reveal that the peptide is in a rapid equilibrium between ordered and unordered conformations and suggests low conformational energy barrier between them accounting for the higher flexibility of NMB. Moreover, REMD method is more efficient to induce the helicity and β-turns in the peptide and was also successful in the sampling of the NMR structures which were completely absent in the MD trajectory.
Figure 6.5 Comparison of NMR derived long distances (LD) obtained from Lee et al. [197], shown in orange and the computed average distances in a interval containing 95% of the structures for (a) MD and (b) REMD trajectories. Similar comparison of short distances (SD) for (c) MD and (d) REMD trajectories.
6.3.2 Simulated Annealing (SA)

The conformational searches for NMB presented in this study were performed with the simulated annealing (SA) protocol in an iterative fashion, as a sampling technique. The sampling procedure was stopped after 8000 cycles of an iterative SA process for which the sampling efficiency $\lambda$ (see Equation 6.1) was found to be less than 10% of the starting value. The evolution of this parameter $\lambda$ was computed using Equation 6.1 and monitored along the conformational profile, as shown in Figure 6.6.

![Figure 6.6 Normalised efficiency values for the NMB peptide search.](image)

The shape of the above figure suggests that the search procedure employed was acceptable both in quality and computer time. Low levels of performance were reached in finding new low energy conformations ($\lambda = 0.1$) which is the expected result for most peptide analogues [212]. After completion of 8000 cycles of SA, the
resulting 8000 structures were stored in a library. The criterion described in the Methods Section 6.3.2 was used to compute the total number of unique conformations for the NMB peptide. Of the total 5521 unique conformations, only 205 low energy structures (<5 kcal mol⁻¹) were observed (Table 6.1).

<table>
<thead>
<tr>
<th>NMB sequence</th>
<th>Total number of unique conformations</th>
<th>Number of classes obtained from cluster analysis</th>
<th>Number of unique conformations within 5 kcal mol⁻¹</th>
</tr>
</thead>
<tbody>
<tr>
<td>H-GNLWATGHFM-NH₂</td>
<td>5521</td>
<td>10</td>
<td>205</td>
</tr>
</tbody>
</table>

To describe the preferred conformational domains exhibited by the peptide, the low energy structures were clustered into groups according to the values of the root mean square deviation (RMSD) of the distances between the backbone atoms of every structure.

Furthermore the RMSD’s for the unique conformations were calculated using the Kleiweg clustering method [213] to perform the hierarchical cluster analysis. The clustering can be visually represented by constructing a dendrogram, which indicates the relationship between the items in the data set (i.e. RMSD) and is graphically represented in Figure 6.7. The dendrogram enables us to identify how many clusters there are at any stage and what the corresponding members of the clusters are. It is a useful tool to show the underlying structure of the data and for suggesting the appropriate number of clusters to choose. A line drawn horizontally across the dendrogram enables one to read off how many clusters there are at any particular distance measured, as shown in Figure 6.7.
Figure 6.7 Dendrogram showing different clusters for NMB classified according to their RMSD (shown along y-axis) using the Kleiweg clustering method [213].

Since the objective of cluster analysis is to determine the representative structures of the conformational space explored, a carefully selected cut-off value is important as this method will avoid choosing subclusters. Accordingly the RMSD value of 0.8 Å was chosen as a cut-off value. Since another goal of this work was to get a better understanding of the structural motifs of the NMB peptide, further conformational analysis for this peptide was carried out on the low energy structures. The 205 unique conformations were thereby classified into ten clusters (D1 to D10), summarized in Table 6.2. For each of the ten different classes of clusters, a representative of the cluster was chosen on the basis of having the lowest relative energy (designated by $E_r \text{ min}$, Table 6.2).
Table 6.2 Cluster analysis for H-GNLWATGHFM-NH₂.

<table>
<thead>
<tr>
<th>Cluster name</th>
<th>percentage of structures in the cluster</th>
<th>Structure representative of the cluster</th>
<th>$E_r$ min /Kcal mol⁻¹</th>
</tr>
</thead>
<tbody>
<tr>
<td>D1</td>
<td>0.5</td>
<td>39</td>
<td>4.2</td>
</tr>
<tr>
<td>D2</td>
<td>10.2</td>
<td>142</td>
<td>3.9</td>
</tr>
<tr>
<td>D3</td>
<td>3.4</td>
<td>140</td>
<td>2.8</td>
</tr>
<tr>
<td>D4</td>
<td>41.6</td>
<td>108</td>
<td>4.7</td>
</tr>
<tr>
<td>D5</td>
<td>0.5</td>
<td>201</td>
<td>3.8</td>
</tr>
<tr>
<td>D6</td>
<td>21.9</td>
<td>87</td>
<td>1.5</td>
</tr>
<tr>
<td>D7</td>
<td>6.3</td>
<td>110</td>
<td>2.9</td>
</tr>
<tr>
<td>D8</td>
<td>9.2</td>
<td>116</td>
<td>1.9</td>
</tr>
<tr>
<td>D9</td>
<td>3.9</td>
<td>193</td>
<td>4.0</td>
</tr>
<tr>
<td>D10</td>
<td>2.4</td>
<td>123</td>
<td>4.4</td>
</tr>
</tbody>
</table>

The five most abundant clusters represented by D2, D4, D6, D7 and D8 in Table 6.2 corresponds to 10.2%, 41.6%, 21.9%, 6.3% and 9.2% of the total number of structures respectively, clearly suggesting that the bulk of the structures are restricted to small number of clusters. Inspection of Table 6.2 reveals that 89% of the structures are represented by the most abundant clusters.

All the structures in each of the five most abundant clusters were analyzed to determine the conformational motifs attained by the NMB peptide, using CLASTERIT algorithm of the CLASICO program [135]. The statistics of all the motifs found in clusters D2, D4, D6, D7 and D8 are depicted in Figures 6.8a–e respectively.
Figure 6.8 Conformational motif abundance attained by NMB peptides in (a) cluster D2 (b) cluster D4 (c) cluster D6 (d) cluster D7 and (e) cluster D8. Conformational motifs are labeled: H (α-helix), 3₁₀ (3₁₀-helix), Ext (extended), as defined in Table 3.1 and Table 3.2 [135].
A closer inspection of Figure 6.8a reveals that most of the structures in cluster D2 (Table 6.2) predominantly exhibit an α-helical region between residues 3 to 6, while most of the residues (2-4, 8-9, Figure 6.8a) prefer to stay in the extended form. The structures of the most populated cluster D4, on other hand, were observed displaying a β-turn type II between residues 6 and 7 while the rest showed only an extended region (Figure 6.8 b). The conformations of the second most abundant cluster D6 (Figure 6.8c) displayed predominantly an α-helical region between residues 3 to 6 with a stronger propensity between residues 4-5. To some extent the β-turn type III (3_{10}-α helical) and type I between residues 3-6 were also observed in some of the structures. However residue 7 did not show any secondary structural feature as most of the structures in clusters D7 were extended, while some displaying α-helical region between residues 4-6 and β-turns of type II and type I between residues 6-7 and 5-6 respectively, were also part of the cluster (Figure 6.8d). Almost 60 % of the structures in cluster D5 did not display any ordered conformation except a β-turn type III (3_{10}-α helical) between residues 4 and 5 (Figure 6.8d).
6.4 Conclusions
Our results suggest that the peptide adopts different folded and unfolded conformations regardless of the protocols used. REMD under GB conditions sample the new patterns in a uniform fashion and appears to have easily reached the convergence (Figure 6.3b), whereas conformations within the MD simulation seems to get trapped in certain regions of the conformational space making it less efficient. Moreover, the results obtained from REMD and MD computational protocols were compared with the available NMR results of NMB in literature. The comparison indicates that REMD shows good agreement with the reported NMR results. MD results, on the other hand, do not correspond with the reported NMR NOEs, clearly indicating the absence of NMR derived structures in this simulation. Moreover, the results obtained from SA is also in agreement with the corresponding REMD results clearly suggesting the probable existence of both turns and helicity in the NMB peptide, and thus may be responsible for binding of NMB at its receptor site. Hence, the present work provides comprehensive information about the conformational preferences of NMB explored using three different techniques which could be helpful to better understand its native conformation for future investigations.
CHAPTER 7

CONCLUSIONS AND RECOMMENDATIONS

The present work was aimed at getting a deeper understanding of the structure-activity relationships for three related neuropeptides: bombesin, and its two mammalian analogues neuromedin B (NMB) and neuromedin C (NMC). For this purpose the conformational profiles of these peptides were explored using different computational techniques. Methods employed included: simulated annealing (SA), molecular dynamics (MD) simulations and replica exchange molecular dynamics (REMD), using different computational protocols. The performance of these protocols was assessed by comparison with the available NOE measurements obtained from NMR experiments published in literature. Analysis of the results obtained for bombesin revealed an unprecedented dual conformational behaviour of this peptide with a clear tendency to exhibit an α-helix between residues 6-14, in accordance with the reported literature, and a helix turn observed between residues Gly$^5$ and Ala$^9$. This information could be extremely useful to better understand the selective affinity of this peptide to the neuromedin B receptor (BB1) and gastrin releasing peptide receptor (BB2). The computational studies carried out on NMC reveal the propensity of this peptide to attain β and γ-turns preferentially over the helical conformations, which fully supports the experimental results. In relation to NMB the computational studies suggest the tendency of this peptide to adopt both turns and helices in the low energy states, and points to the possibility of assessing two different conformations, one for the recognition and the second for its binding ability with the receptor. Overall, these results contribute imperative information regarding
the structure, function and folding properties of neuropeptides, by complementing and strengthening the available experimental NMR data.

**Recommendations**

The current simulation studies on the selected neuropeptides (bombesin, NMB and NMC) indicate that the AMBER ff96 force field in combination with the Onufriev, Bashford and Case (OBC) implementation of the GB method reproduces the conformational profiles obtained with the explicit solvent simulations, and can be employed for future studies on the medium sized peptides. In order to get an efficient sampling for the peptides of this size, it is required to run MD trajectories at least 100 ns long when an implicit solvent model is used and in the case of explicit solvent greater than 200 ns. Since the studies carried out on NMB suggests that the results from the simulated annealing are equivalent to those obtained from MD simulations, comparisons of the two procedures need to be performed by comparing a Maxwell-Boltzmann distribution using the SA results with a converged MD simulation. In particular, the structures of peptides obtained from these simulations can be used to design agonist and antagonists of these peptides that can then be applied as potential lead compounds in the field of computer-aided drug design and peptidomimetics.
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